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ABSTRACT

Neural compression is the application of neural networks and
other machine learning methods to data compression. Recent
advances in statistical machine learning have opened up
new possibilities for data compression, allowing compression
algorithms to be learned end-to-end from data using powerful
generative models such as normalizing flows, variational
autoencoders, diffusion probabilistic models, and generative
adversarial networks. This monograph aims to introduce this
field of research to a broader machine learning audience by
reviewing the necessary background in information theory
(e.g., entropy coding, rate-distortion theory) and computer
vision (e.g., image quality assessment, perceptual metrics),
and providing a curated guide through the essential ideas
and methods in the literature thus far.
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1
Introduction

The goal of data compression is to reduce the number of bits needed
to represent useful information. Neural, or learned compression, is the
application of neural networks and related machine learning techniques
to this task. This monograph aims to serve as an entry point for machine
learning researchers interested in compression by reviewing the prereq-
uisite background and representative methods in neural compression.

The basic idea of learning-based data compression has long existed
in various forms before the current era of deep learning [224][154][37][60].
Many of the tools and techniques for neural compression, especially
for images, also draw on a rich history of learning-based approaches
in computer vision. Indeed, many problems in image processing and
restoration can be viewed as lossy image compression; e.g., image super-
resolution can be solved by learning a decoder for a fixed encoder
(the image downsampling process) [49][105]. In fact, neural networks
have already been applied to image compression in the late 1980s and
1990s [170][61], and even an early review article [96] exists. Compared
to early work, modern methods differ markedly in their scale, neural
architectures, and encoding schemes.
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Figure 1.1: Compression as generative modeling. Left: A sample drawn from the
probabilistic model underlying JPEG, which betrays an assumption of independence
among neighboring 8 by 8 pixel blocks (except for the DC components within each
row). Right: A sample generated by a recent neural compression model by Minnen
et al. [132].

Current research in neural compression is heavily inspired by ad-
vances in deep generative modeling, such as GANs [65], VAEs [99][151],
normalizing flows [104], and autoregressive models [180][140]. While
these models allow us to capture complex data distributions from sam-
ples (a key to neural compression), the research tends to focus on gener-
ating realistic data samples [139][142] or achieving high data log-density
[151][101], objectives not necessarily aligned with data compression.

Arguably the first work exploring deep generative models for data
compression appeared in 2016 [70], and the topic of neural compression
has grown considerably since then. Multiple researchers have identified
connections between variational inference and lossless [59][118] as well
as lossy [12][184][6][209] compression. This monograph hopes to further
facilitate such exchange between these fields, raising awareness of com-
pression as a fruitful application of generative modeling along with the
associated challenges.

Instead of surveying the vast literature, we aim to cover the essential
concepts and methods in neural compression, with a reader in mind
who is versed in machine learning but not necessarily data compression.
We hope to complement existing surveys that have a more specialized or
applied focus [10][117][111] by highlighting the connections to generative
modeling and machine learning in general. In most of this monograph,
we make essentially no assumption on the data other than that it
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is independently and identically distributed (i.i.d.), a typical setting
for machine learning and statistics. We center our discussions around
image compression, where most neural compression methods were first
developed, but the basic ideas we present here are data agnostic. Towards
the end, in Section 3.7, we lift the i.i.d. assumption and consider video
compression, which can be seen as an extension of the existing ideas
along the temporal dimension.

Neural compression can ease the development and optimization
of data compression algorithms in a data-driven fashion. This can be
especially useful for new or domain-specific data types, such as VR/AR
content or scientific data, where developing custom codecs may other-
wise be expensive. Indeed, learning-based approaches are being applied
to emerging data types, such as point clouds [147][72][89], implicit 3D
surfaces [178], and neural radiance fields [22]. Effectively compressing
such data may require new neural architectures [178] and/or domain
knowledge to convert the data into neural-network-friendly representa-
tions [89]. However, the essential ideas and techniques introduced here
for reducing the entropy, or bit-rate cost, of learned representations
remain the same.

JPEG [92] serves as a good motivating example of the lossy com-
pression pipeline (depicted in Figure 1.2). First introduced in 1992, it is
still one of the most widely used image compression standards [90]. At
the heart of JPEG are linear mappings which losslessly transform pixels
into coefficients and back. The coefficients are first quantized to integers,
incurring some information loss. Then they are further compressed
losslessly by a combination of run-length encoding and entropy coding
(the latter is discussed in Section 2.1.1).

The linear portion of the encoding process consists of several steps.
First, each pixel is transformed from RGB to YCC coefficients consisting
of a luma component (Y) and two color components (C). After this
color transform, each channel is treated independently, and optional
downsampling is applied to the color channels. Next, each channel is
divided into 8 × 8 pixel blocks, and each block independently undergoes
a discrete cosine transform (DCT). The transform coefficients are then
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Figure 1.2: A typical pipeline in both neural and classical lossy image compression.
An encoder transformation f (for example, the DCT or a neural network) maps
images to coefficients z, which are first quantized to ẑ, and then entropy encoded
into bits using an entropy model P . A reconstruction x̂ is obtained using a decoder g
that aims for a small distortion ρ between the data x and its lossy reconstruction x̂.
In addition, neural compression can also involve an adversarial critic D, encouraging
realism and high perceptual quality.

linearly scaled and finally rounded to integers. Given an image x, the
encoder thus performs

ẑ = ⌊DACx⌉, (1.1)

where C is the pixelwise color transform, A is the block- and channelwise
DCT, and D is a diagonal matrix scaling the coefficients. The decoder
applies the transforms in reverse,

x̂ = C−1A⊤D−1ẑ. (1.2)

Readers familiar with machine learning will be reminded of autoen-
coders [29][158] and it is natural to consider learned neural networks in
place of the linear transforms. As we will see later, there are indeed close
connections between lossy compression and variational autoencoders
(VAEs) [12][184][6][211], though other generative models have a role to
play as well. What we call “coefficients” in the context of compression
are often called “latent variables” in the context of generative models.
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Like generative models, JPEG defines a probability distribution over co-
efficients which represents assumptions about the latent representation.
Just as in VAEs, we can use this distribution to draw samples from the
model underlying JPEG, with an example shown in Figure 1.1.

Overview. This introduction is organized into two main parts,
lossless (Section 2) and lossy (Section 3) compression, with the latter
relying on the former for compressing lossy representations of the data
(see Figure 1.2). We begin by reviewing basic coding theory (Section
2.1), and learn how we can turn the problem of lossless compression into
learning a discrete data distribution, with the help of entropy-coding. For
this to work in practice, we decompose the potentially high-dimensional
data distribution using tools from generative modeling, including auto-
regressive models (Section 2.2), latent-variable models, (Section 2.3),
and other models (Section 2.4). Each model class differs in its compati-
bility with different entropy-coding algorithms, and offers a different
trade-off between the compression bit-rate and computational efficiency.
Lossy compression introduces additional desiderata, the most common
being the distortion of reconstructions, based on which the classical
rate-distortion theory and algorithms such as vector quantization and
transform coding are reviewed (Section 3.1). We then introduce neural
lossy compression as a natural extension of transform coding (Section
3.2) and discuss the techniques necessary for end-to-end learning of
quantized representations (Section 3.3), as well as lossy compression
schemes that attempt to bypass quantization (Section 3.4). We then
explore additional desiderata, such as the perceptual quality of recon-
structions (Section 3.5), and the usefulness of learned representations for
downstream tasks (Section 3.6), before briefly reviewing video compres-
sion (Section 3.7). Finally, we conclude in Section 4 with the challenges
and open problems in neural compression that may drive its future
advances.



2
Lossless Compression

Lossless compression aims to represent data with as few bits as possible
such that the data can be reconstructed perfectly. The basic recipe
is to first build a probabilistic model of the data, and then feed its
probabilities into a so-called entropy coding scheme which converts data
into compact bit-strings. This precludes non-likelihood-based models
such as generative adversarial networks (GANs) [65], from which it is
hard to derive probabilities and which would often assign zero probability
to data even if we could evaluate them.

2.1 Background

In the first few subsections, we review the basic concepts and algorithms
for entropy coding, which is the core interface between lossless compres-
sion and data modeling. Then in Section 2.1.6, we discuss a commonly
used modeling technique for representing a discrete distribution with a
density.

119
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2.1.1 Entropy coding

We call a sequence of outcomes of a discrete random variable a message,
and entropy coding is a way to achieve lossless compression of a message.
The basic idea, as embodied by symbol codes, is to replace commonly
occurring symbols with short codewords and rare symbols with longer
codewords, thereby reducing the message’s overall length. Morse code
implements this idea by representing the common letter “e” with a
single so-called dit and the less frequent letter “s” using 3 dits. To be
able to distinguish between the message “eee” and the message “s”,
Morse code additionally requires pauses between encoded letters. These
extra markers can be avoided by instead using a prefix-free code where
no codeword is the prefix of any other codeword [39].

By Shannon’s source coding theorem [163], the codeword length of
an optimal prefix-free code is approximately the negative logarithm
of the codeword’s probability. Shannon also showed that the expected
message length of an optimal prefix-free code is close to the entropy of
the message.

2.1.2 Entropy and information

The entropy1 of a discrete random variable X ∼ P is a measure of
uncertainty about its outcomes. It is based on the concept of surprise, or
information content, which can be defined as the negative log-probability
of an outcome − log2 P (x). Entropy, by definition, is the expected value
of surprise,

H[X] = Ex∼P [− log2 P (x)]. (2.1)

For example, the entropy of a fair coin flip is 1 bit, and the entropy of
a biased coin flip approaches 0 bits as the probability of one of the two
outcomes approaches 1.

When we losslessly compress data with a prefix-code, the entropy
is the minimum number of bits required on average. More precisely,

1Entropy was originally defined as a thermodynamic concept by Clausius [38]
and later Boltzmann [27], while the information theoretic entropy was introduced by
Shannon [163].
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the expected message length |C(x)| of an optimal prefix-free code C is
bounded as

H[X] ≤ E[|C(X)|] ≤ H[X] + 1. (2.2)

In practice, we typically do not know the data distribution P but
need to approximate it with a distribution Q. We usually estimate Q
by maximum-likelihood, or equivalently, minimizing the cross-entropy
between P and Q, defined as,

H[P,Q] = Ex∼P [− log2Q(x)]. (2.3)

This is justified from a compression perspective, as the cross-entropy
captures the average number of bits needed to code samples from P

using a code optimized for Q. The cross-entropy is always at least as
large as the entropy, and the gap between the two is called relative
entropy or Kullback-Leibler (KL) divergence, defined as

dKL[P ∥ Q] = Ex∼P [− log2Q(x) + log2 P (x)]. (2.4)

It is always positive unless P = Q and serves as an asymmetric distance
measure between the two distributions.

Based on these foundational concepts, we will review a few entropy
coding schemes next.

2.1.3 Huffman coding

Perhaps the most well-known prefix-free symbol coding approach is
Huffmann coding [91]. In a nutshell, given a distribution over symbols,
the algorithm assigns unique binary codewords to every symbol by
building a so-called Huffman tree (Figure 2.1). The leaf nodes of the
tree are associated with the symbols. A Huffman tree can be recursively
grown from the leaves to the root by successively merging the two
nodes that have the lowest probabilities under the data distribution
P . By traversing the tree from the root to a leaf, the sequence of
branching directions (“0” for left, “1” for right) assigns a unique binary
codeword to each symbol, with the more frequent symbols receiving
shorter codewords. Encoding and decoding are simple lookup operations
with complexity linear in the tree depth.
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Figure 2.1: Left: A Huffman tree over five symbols. Purple numbers in boxes
denote probabilities, while binary strings above the leaf nodes correspond to the
codewords assigned by the Huffman algorithm. Right: Arithmetic coding of a message
of length two. Each message corresponds to an interval whose length is proportional
to the message’s probability. As an example, any real number inside the interval
corresponding to the message ‘ca’ begins with 0.1010... when written in binary
form so that we can use 1010 to uniquely encode it. The message ‘aa’ would be
encoded as 000.

Huffman coding assigns a codeword with length at most ⌈− log2
P (x)⌉ for each symbol x, and can be shown to be optimal among prefix
codes [39]. However, as log-probabilities are generally not integers,
Huffman coding (as with all so-called symbol codes) incurs an overhead
of up to 1 bit per symbol, relative to the information content. For
example, a heavily biased coin with an entropy close to 0 will still
require 1 bit to encode. When compressing a sequence of symbols,
streaming codes (see below) allow us to do so more efficiently than
symbol codes by limiting the overhead to 1 bit for an entire message
rather than each symbol.

2.1.4 Arithmetic coding

Arithmetic coding [154], also known as range coding [122], is our first
example of a streaming code. Streaming codes differ from symbol codes
in that they assign codewords to entire messages and individual symbols
do not have unique codewords. Streaming codes amortize the coding
cost’s overhead across the whole sequence of symbols and are therefore
able to get closer to the entropy.
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The basic idea of arithmetic coding is to associate each symbol with
a subinterval of the interval [0, 1] such that the subinterval’s length
equals the symbol’s probability. This procedure can be generalized
towards encoding symbols in sequence. For two symbols, the second
symbol is no longer considered a subinterval of [0, 1] but a subinterval of
the previous symbol’s interval such that the second subinterval’s length
equals the two symbols’ joint probability. For example, if symbol “a” has
probability 1/5 and is associated with [0, 0.2), the sequence “aa” would
be encoded as [0, 0.04). This procedure can be iterated for sequences of
arbitrary length, leading to a sequence of subintervals of decreasing size
that contain each other. Any real-valued number contained in the final
subinterval allows us to uniquely reconstruct the sequence of symbols
and therefore encodes the entire sequence (Figure 2.1).

In practice, one picks a representative number which can be repre-
sented with the smallest number of bits while uniquely identifying the
interval. By construction, the size of the final sub-interval is the product
of all previous symbols’ conditional probabilities, hence the probability
of the sequence. Intuitively, the interval’s length (i.e., the sequence’s
joint probability) determines the number of relevant digits of the number
representing the interval, thus the code length equals the log-probability
of the sequence as required for entropy codes. If xn is a message of length
n, and C(xn) the codeword assigned by arithmetic coding using an
assumed probability distribution Q, then |C(xn)| < ⌈− log2Q(xn)⌉ + 1
[26]. Thus if the true distribution of messages is P , then the average
code length is at most H[P,Q] + 2. The advantage of arithmetic coding
over Huffman coding is that the excess bits needed for encoding the
message are amortized over all symbols, making it more efficient for
long messages. Per symbol, the overhead is only 2/n bits, compared to
1 bit per symbol for Huffman coding.

Notably, arithmetic coding implements a first-in-first-out data struc-
ture, that is, a queue. Symbols which are encoded first are also decoded
first. As we will see, this makes it a convenient choice for compression
with autoregressive models (Section 2.2).
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2.1.5 Asymmetric numeral systems

More recent examples of streaming codes are asymmetric numeral
systems (ANS) [54]. While arithmetic coding implements a queue data
structure, ANS operates like a stack. In arithmetic coding, the symbol
encoded first is also decoded first (first-in-first-out) while ANS decodes
the last symbol first (last-in-first-out). A detailed description is beyond
our scope, and we follow Bamler [15] in our summary of the main idea
(see Townsend [191] for a different presentation).

Numeral systems like the decimal or binary system can be interpreted
as optimal codes for uniform distributions over a finite alphabet (the
“base” of the numeral system). They encode a sequence of enumerated
symbols into a single integer number, the “stack”. To encode a symbol,
we multiply the stack with the base (e.g., 2 or 10) and add the symbol.
To decode, we recover the symbol as the stack modulo its base, while
we shorten the stack by dividing it by the base. The stack’s length in
binary representation is approximately the number of symbols times the
logarithm of the base of the numeral system, consistent with entropy
coding. Interestingly, the stack’s base can be changed from symbol to
symbol and it is still possible to recover the sequence as long as the
inverted order of bases is used upon decoding.

ANS generalizes numeral systems from uniform probability distribu-
tions to non-uniform ones. Similar to arithmetic coding, symbols are
first represented as subintervals of the unit interval. In addition, one
discretizes the unit interval using a fine discretization grid. Every point
on the grid belongs to the subinterval of a symbol and can be used to
represent that symbol. The discretization points form a new alphabet
of symbols that can be encoded using a numeral system, as described
above. Since there are multiple discretization points in each subinterval,
naively encoding one of them leads to a redundant code. However, ANS
is able to avoid this redundancy. Bamler [15] notes that the mechanism
by which ANS achieves this can be interpreted as a bits-back coding
procedure, which will be discussed in Section 2.3.2. Like arithmetic
coding, ANS incurs an overhead of up to 2 bits per message.
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2.1.6 Continuous models for discrete data

In this subsection, we show how a model for discrete data can be
defined and parameterized by a continuous model, a common technique
in generative modeling and neural compression. Lossless compression
generally operates on discrete data. After all, it is infeasible to losslessly
encode any real number with a finite number of bits. However, many
generative models in machine learning assume continuous data, and
model it with a density function. It turns out such continuous models
are still useful for lossless compression.

Suppose we have a density model q over RD, and x ∈ {0, . . . , 255}D

is an RGB image following the ground truth image distribution P .
We can derive a PMF over integers by integrating the density over
hypercubes, as follows,

Q(x) :=
∫

[−.5,.5)D
q(x + u) du. (2.5)

Assume we add uniform noise u ∈ [−0.5, 0.5)D to the data and that the
resulting noisy/dequantized data, y = x + u, has density p. Then it is
not difficult to show that [183]

−
∫
p(y) log2 q(y) dy ≥ −

∑
x
P (x) log2Q(x). (2.6)

The left-hand side is the negative log-likelihood which we would optimize
when fitting our generative model to the dequantized data. Thus, we
can minimize an upper bound on the lossless compression cost under the
discretized model (RHS) by fitting a density via maximum likelihood
(LHS), provided the discrete data is dequantized appropriately with
noise [197].

The form of Q as defined in Eq. 2.5, which we call a discretized
density model, is also useful in itself as a flexible model for discrete
data. Examples include PixelCNN++ [160], the prior distribution in
a discrete flow [87], as well as entropy models for neural compression
[125][14][131].

The integral in Eq. 2.5 in general is intractable to compute, but it
can often be broken down into a series of univariate integrals. Therefore
let us consider a univariate version of the discretized density model,
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Qθ(x) :=
∫

[−0.5,0.5)
qθ(x+ u)du.

Let Fθ denote the CDF of qθ, then we can equivalently express the
above in terms of a difference of CDF evaluations:

Qθ(x) := Fθ(x+ 0.5) − Fθ(x− 0.5). (2.7)

For example, if qθ is the density of a logistic distribution, then Fθ is the
logistic sigmoid function common in deep learning.

2.2 Autoregressive models

Autoregressive models exploit the fact that we can write any probability
distribution as a product of conditional distributions using the chain
rule of probabilities [23],

p(x) =
∏

i p(xi | x<i). (2.8)

Here, xi is the i-th entry of the vector x and x<i corresponds to all
previous entries in an arbitrary order. The autoregressive factorization
does not make any assumptions about the data distribution yet still al-
lows us to easily incorporate useful assumptions. For example, a Markov
assumption can be implemented by only considering the entries in x<i

which are close to i. A stationarity assumption is easily incorporated
by using the same conditional distribution p(xi | x<i) at every location.
These two assumptions are often reasonable and can drastically reduce
the amount of parameters of a model.

Autoregressive modeling lends itself to lossless compression in combi-
nation with arithmetic coding (Section 2.1.4) since both deal with data
sequentially, one symbol at a time. Each symbol is encoded using the
conditional distribution given the data that has already been encoded.
This is in contrast to Markov random fields, for example, where condi-
tional distributions are typically only tractable when conditioning on a
larger neighborhood. Entropy coding generally requires the number of
symbols in each encoding step to be manageable. Autoregressive models
provide an important step towards practical entropy coding by decom-
posing a high-dimensional distribution into low-dimensional conditional
distributions. Arithmetic coding is a better match for autoregressive
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models than ANS since it operates like a queue – symbols encoded
earlier will also be decoded earlier, and therefore will be available as
input to conditional distributions.

For data modalities such as audio or text, autoregressive models
are an obvious choice due to the signal’s sequential nature. Indeed,
two of the top performing algorithms in the Large Text Compression
Benchmark [120] use recurrent neural networks to predict the next
token of a sentence. While cmix [102] uses a mixture of long short-
term memory networks (LSTMs) [84] and nonparametric models, nncp
[16] relies solely on neural network models. However, autoregressive
models have long also found application in image compression. For
example, JPEG [92] encodes the difference between neighboring DC
coefficients, zDC

ij − zDC
i(j−1), in a raster-scan order, which can be thought

of as implementing a first-order Markov model.
Mixtures of experts [94][88][182] are a class of autoregressive models

proven useful for compressing images,

p(xij | x<ij) =
∑

k

p(k | x<ij)︸ ︷︷ ︸
Gates

p(xij | x<ij , k)︸ ︷︷ ︸
Experts

. (2.9)

The basic idea behind neural network extensions of this approach
is to nonlinearly transform the inputs x<ij before feeding them into
the gates and the experts. For instance, RNADE [197] used a fully con-
nected neural network with a single rectified linear layer to transform
the inputs x<ij . Other examples of deep autoregressive models include
RIDE [180], PixelRNN [141], or PixelCNN++ [160]. More recent au-
toregressive modeling papers continue to explore different architectures
for transforming x>ij . For example, the Image Transformer [143] uses
an architecture based on self-attention [198]. PixelSNAIL [34] uses a
combination of convolutions and self-attention layers. Glow [100] uses
invertible flows.

With the exception of nncp [16] and cmix [102], all autoregressive
models mentioned so far are static models. That is, the models’ param-
eters are trained once and then remain fixed during the entire encoding
and decoding process. In contrast, a dynamic model updates its pa-
rameters during the encoding process based on already encoded data.
The decoder is then able to apply the same model updates based on
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the data already received. A simple dynamic autoregressive model for
images was proposed by Wu et al. [204]. Here, the predictors are linear
but the predictor’s parameters are chosen dynamically. This is done
by treating a larger neighborhood of preceding pixels as training data
for the predictor. Meyer and Tischer [128] improved on this idea by
weighting training points based on their distance to the pixel whose
value we are predicting.

Autoregressive models come with the restriction that decoding is an
inherently sequential procedure. Each symbol can only be decoded after
all the symbols have been decoded on which its prediction depends.
To improve decoding speed, we can restrict the context x<i to only a
small neighborhood around xi, as for example in JPEG. Furthermore,
the degree of parallelism can be increased by grouping coordinates of
the data into blocks and only modeling the conditional dependencies
between blocks, while treating data coordinates within each block as
conditionally independent [173][132].

2.3 Latent variable models

Latent variable models represent the data distribution using the sum
rule of probability,

p(x) =
∫
p(x, z) dz =

∫
p(x | z)p(z) dz, (2.10)

where z is a vector of latent variables (also called “latents”), and the
joint distribution p(x, z) factorizes into a prior p(z) and a likelihood
p(x | z). Latent variable models are ubiquitous in machine learning and
include hidden Markov models, mixture models [23], and more recently
variational autoencoders (VAEs) [99][150]. By integrating or summing
over all possible realizations of the latent vector, latent variable models
can capture complex dependencies in the data even when the prior and
likelihood take simple forms.

Training a latent variable model by (approximate) maximum-likeli-
hood (see Eq. 2.3) comes with a challenge: unlike in a fully-observed
(e.g., autoregressive) model where the data probability p(x) can be
readily evaluated, doing so is no longer straightforward since it is
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defined through an often intractable integral (Eq. 2.10). Variational
inference deals with exactly these complications, and we refer to Zhang
et al. [217] for more details on these methods. Here, we instead focus
on the compression problem, which faces a similar challenge and uses
similar tools. Given a latent variable model consisting of a prior p(z)
and likelihood p(x|z), our goal is to compress a given data vector x
with a code length close to its information content under the model,
− log2 p(x). To simplify the discussion below, we assume discrete z
unless specified otherwise.

2.3.1 Two-part code

We start by considering a simple although generally suboptimal two-part
code [71]. Here, the data x is transmitted along with a latent vector
z in two steps. First, the sender decides on a (ideally informative)
vector z, then encodes and transmits it under the prior p(z). Next,
x is compressed and transmitted under the likelihood model, p(x | z).
The receiver then decodes z, and finally x given z, using the same
models. Both the prior and likelihood models are often fully factorized,
allowing for coding each dimension of z or x in parallel, but can also
be autoregressive models used in conjunction with arithmetic coding.
Assuming negligible entropy coding overhead, the combined code length
is

l(x, z) = − log2 p(z) − log2 p(x | z) = − log2 p(x, z). (2.11)

Moreover, the sender can (at least in principle) minimize this quantity
over all choices of z, resulting in the code length

lMTP(x) = min
z

(− log2 p(z) − log2 p(x | z)) . (2.12)

The minimal two-part code length, lMTP(x), is generally still subop-
timal2 [59][200][85]. To see this, consider the following bound on the
information content − log2 p(x),

2However, it is possible to directly optimize a neural compression method for
the two-part code. E.g., Mentzer et al. [125] trained a latent variable model with
an inference network to minimize the expected coding cost of the two-part code,
demonstrating much faster decoding speed than autoregressive models, although at
∼ 20% worse bit-rate.
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− log2 p(x) ≤ − log2 p(x) + dKL[q(z | x) ∥ p(z | x)] (2.13)
= Ez∼q(z|x)[− log2 p(z,x)] −H[q(z | x)], (2.14)

also known as the negative evidence lower bound (NELBO) of variational
inference [217]. Here, q is any distribution over z which may depend on
x. Crucially, the minimal two-part code length (Eq. 2.12) is a special
case of the NELBO where

q(z | x) = δzmin(z) (2.15)

is a degenerate distribution centered on zmin, which achieves the mini-
mum in Eq. 2.12. In this case the entropy term vanishes. More generally,
the NELBO is minimized when q(z | x) equals the Bayesian posterior
distribution p(z | x), the target of approximate inference [217].

One may naturally wonder whether a coding cost equal to the
NELBO can be realized for any choice of q(z | x). Bits-back coding, to be
discussed next, answers this question in the affirmative. It further offers
a compression interpretation of variational inference: for a given latent
variable model, reducing the KL divergence between the distribution
q and the posterior distribution is equivalent to minimizing the code
length of x under bits-back coding.

2.3.2 Bits-back coding

While the optimal two-part code chooses a best latent vector z using
deterministic optimization, bits-back coding [60][200][81][85] instead
uses a stochastic latent code in the form of a sample z from a distribu-
tion q. Surprisingly, this stochastic code can save bits compared to a
deterministic code by allowing auxiliary information to piggyback on
the choice of the latent code. To gain some intuition, consider again the
optimization in Eq. 2.12 for picking the optimal two-part code. When
the given data x is uninformative of what latent variable z generated it,
the minimization over z may find multiple candidates that are nearly
optimal. In the extreme case, ties need to be broken to settle on one
of many equally good candidates. Instead of choosing a zi randomly,
the encoder can do so intentionally so as to communicate additional
information via the chosen index i, provided that the decoder can
reverse-engineer the encoding procedure.
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Before proceeding, we emphasize a connection between sampling and
decoding random bits. Given an entropy code derived from a discrete
distribution, using it to decode a sequence of uniformly random bits
produces a random sample from this distribution. For example, consider
decoding a random bit-string according to a Huffman tree (Figure 2.1).
As we traverse from the root to any leaf node, every edge along the
path corresponds to a decision according to a coin flip. The probability
of ending up with a particular symbol x with code length |C(x)| is
2−|C(x)|, or approximately 2log2 p(x) = p(x).

In bits-back coding, the sender first generates a sample z ∼ q(z | x)
by decoding a random bit-string ξ. Next, the sender encodes x under
p(x | z), then z under p(z), and then transmits the resulting bits. The
receiver begins by decoding z and x from the received bits just as in
the two-part code, but then proceeds to recover the exact bit-string the
sender used to generate z. This can be done by encoding z under the
distribution q(z | x), which we assume the receiver has access to. Thus,
− log2 q(z|x) extra bits of information are recovered by the decoder
(in addition to x) “free of charge”, giving the scheme its name “bits-
back” coding. Finally, and crucially, we note that the initial bits used
to generate z do not have to be truly random. Indeed, to be useful,
they should be supplied from a well-compressed bit stream of auxiliary
information that also needs to be transmitted. For example, if our
application requires us to transmit an image along with a thumbnail
version of it (e.g., for fast preview), the initial bits can come from the
bit-string of the thumbnail image encoded with JPEG. We will examine
this issue in more detail shortly.

Figure 2.2 graphically summarizes the algorithm. Given a bit-string
ξ of auxiliary bits and the data x to transmit, the sender starts by
decoding a portion of ξ into a stochastic latent code z of the data,
ultimately sending a total number of bits equal to |ξ| − log2 p(z) −
log2 p(x|z) + log2 q(z|x) to communicate both ξ and x. The net number
of bits used for transmitting x alone is therefore

− log2 p(z) − log2 p(x|z) − (− log2 q(z|x)) (2.16)

which corresponds to a discount of − log2 q(z | x) bits compared to a
two-part code. Since z was drawn from q(z|x), the expected coding cost
is exactly the NELBO [217].
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bitstream       operation            Δ bits

                 →  decode z with q(z|x)  - [-log2q(z|x)]

                 ←  encode x with p(x|z)  +[-log2p(x|z)]

                 ←  encode z with p(z)     +[-log2p(z)]

Sender

bitstream       operation            Δ bits

                 ←  encode z with q(z|x)    +[-log2q(z|x)]

                 →  decode x with p(x|z)    -[-log2p(x|z)]

                 →  decode z with p(z)       -[-log2p(z)]

Receiver

Figure 2.2: An illustration of the encoding (sender) and decoding (receiver) opera-
tions of bits-back coding. Auxiliary bits (ξ) are colored in blue.

The choice of auxiliary information is an important one in bits-back
coding. If the sender only wishes to communicate a single data sample
x and no additional auxiliary information, the sender may set ξ to be
an artificial sequence of random bits, which can still be recovered by
the receiver, but contains no useful information. In this case we do
not get “bits back”, and suffer an expected code length that is worse
than the best two-part code. Even when there are auxiliary bits to
transmit, the sender needs to commit to sending at least − log q(z|x)
many of them for bits-back coding to achieve its nominal efficiency. This
is known as the initial bits problem [59][193]. One potential solution is
to compress a small portion of the data (e.g., a part of an image) with
another codec, and use the resulting compressed bit-string for auxiliary
bits [192]. If multiple data samples need to be compressed, an elegant
solution is chaining [193] or “bits-back with feedback” [59]. The idea
is to use the running bitstream of previously encoded data samples
x1, ...,xi−1 as the source of auxiliary bits for encoding the sample xi.
The initial bits problem becomes less severe with more data samples,
and the code length per sample asymptotically converges to the NELBO.
Chaining poses a requirement on the entropy coder that data is decoded
in the exact opposite order in which it is encoded. Bits-back is therefore
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naturally combined with ANS coding which operates in stack order
(Section 2.1.1), popularized by the BB-ANS algorithm [193].

2.3.3 Improvements and extensions

Continuous latents. When the latent vector is continuous, bits-back
coding can still be applied after discretizing the latent space and associ-
ated distributions [118][193]. More finely discretized latents will require
more bits to encode, exacerbating the initial bits problem, but allow us
to recover an equal amount of bits back. Bits-back coding thus allows
us to code continuous latents with arbitrarily high precision.

Extension to models with multiple latents. Although our
discussion focused on a model with a single latent tensor, Ho et al. [83]
and Townsend et al. [192] extended bits-back coding to hierarchical
latent variable models, leveraging their superior expressiveness (in terms
of better NELBO) to improve compression performance. Bit-Swap [83],
in particular, places restrictions on the latent hierarchy (e.g., Markovian)
to allow recursive bits-back coding, alleviating the initial-bits problem.
Ruan et al. [157] and Townsend et al. [194] developed bits-back schemes
for sequential (e.g., time-series) latent variable models.

Iterative inference. As discussed in Section 2.3.1, the overhead of
bits-back coding is equal to the KL divergence between q(z | x) and the
true posterior p(z | x). The parameters of q (e.g., mean of a Gaussian)
are typically predicted from x by an amortized inference network, as
in a VAE (see, e.g., [99]). Although cheap to compute, the resulting
q distribution is generally suboptimal [40]. Yang et al. [209] took a
pre-trained model [131] and proposed to directly minimize the KL gap
with respect to the q parameters for each given data point x, resulting
in improved image compression performance.

Extended latent spaces. Analogous to the importance-weighted
ELBO [32], importance-weighted NELBO provides a tighter variational
upper bound on the ideal code length than the NELBO (Eq. 2.14). Ruan
et al. [157] and Theis et al. [181] proposed bits-back coding schemes
that operate in an extended latent space and operationalize the coding
cost of the importance-weighted NELBO, and demonstrated improved
compression performance.
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2.4 Invertible flows and other models

Normalizing Flows. Although continuous normalizing flows do not
lend themselves directly to lossless compression, local bits-back coding
[83] allows lossless compression of finely quantized continuous data,
with a code length close to the negative log data density up to a
constant dependent on the quantization precision. The same method
also allows losslessly compressing discrete data using a flow trained on
the dequantization objective (e.g., the LHS of Eq. 2.6). By contrast,
discrete normalizing flows [87][195] directly model integer-valued data
and support lossless compression. Such a flow learns a bijection f to
map data to an integer latent space, where a factorized prior is assumed;
the given data x can then be compressed by simply entropy-coding its
latent representation f(x), and decompressed using f−1. This can be
viewed as bits-back coding with a deterministic q.

Other Models. New types of generative models continue to be
explored for lossless compression, aiming to achieve greater modeling
power (hence better compression rate), while reducing computational
demands. For example, discrete diffusion models [168][86] offer parallel
encoding/decoding and improved single-image compression rate. Fur-
thermore, Probabilistic Circuits [144] offer lightweight models and enable
exact likelihood evaluation and efficient marginalization. Liu et al. [110]
recently showed that this property makes them a compelling model for
lossless compression. By proposing efficient en- and decoding algorithms,
Liu et al. achieved quasi-linear time complexity in the data dimension,
resulting in an order of magnitude faster (de-)compression speed than
available integer discrete flows or bits-back coding implementations.
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Lossy Compression

In the following we review neural lossy compression, that is, compression
with imperfect data reconstruction. When working with continuous
data, such as an analogue signal, lossy compression is necessary, as it is
impossible to losslessly store real values with a finite number of bits.
In other cases, a lossy reconstruction is often also sufficient, and the
flexibility to discard “irrelevant” information allows us to achieve a far
lower bit-rate than possible with lossless compression. Lossy compression
algorithms for digital media, such as audio, images, and video, routinely
obtain an order of magnitude or more bit-rate savings than their lossless
counterparts, without noticeable loss of quality to the end users.

We begin in Section 3.1 with basic background on lossy compression
in the rate-distortion setting, reviewing the classical rate-distortion the-
ory and algorithms such as vector quantization and transform coding.
The rate-distortion VAE is introduced as a conceptual lossy compressor,
embodying many approaches to be discussed. Section 3.2 introduces
neural lossy compression as a natural extension of transform coding, and
discusses high-level architecture and modeling choices, with connections
to hierarchical latent variable models. We then discuss the core issue
of end-to-end learning quantized representations and entropy modeling
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in Section 3.3. In Section 3.4, we introduce an emerging technique of
compression without quantization, which can be seen as operationalizing
the bit-rate cost of a rate-distortion VAE, as given by a KL divergence.
In aiming towards perceptually-pleasant reconstructions of data such as
images, in Section 3.5 we discuss various techniques for evaluating per-
ceptual quality of images, and show how neural lossy compression can be
optimized for high perceptual quality, in addition to the rate-distortion
trade-off. We further consider the setting where the distortion is defined
according to performance on downstream tasks in Section 3.6, and
finally give a brief overview of neural video compression in Section 3.7.

Frequently, we make reference to a quantization operation, denoted
by [[·]]. Quantization can be implemented in various ways in neural
compression (e.g., by rounding to the nearest integer, denoted by ⌊·⌉;
we give a detailed treatment in Section 3.3), but at a high level is
understood to be any mapping, either deterministic or stochastic, from
a (often continuous) set of input values to a smaller and countable set
of output values.

3.1 Background

We give a brief overview of the main results of lossy compression, in
the classical rate-distortion setting studied by Shannon [164]. Here,
lossy compression involves encoding the given data into a discrete
representation, which is communicated losslessly to the receiver, using
as few bits as possible. The quality of lossy reconstructions is measured
by a fidelity criterion, or a distortion function between pairs of original
data samples and reconstructions. We refer readers to surveys by Berger
[19] and Gray and Heuhoff [69] for more comprehensive coverage of
classical results and historical developments in lossy compression.

3.1.1 Rate-distortion theory

For our purpose, we formalize a lossy compression algorithm (or a lossy
codec) as a 3-tuple consisting of an encoder, a decoder, and an entropy
code, denoted by c = (e, d, γ). The encoder e : X → W maps each
data point x ∈ X to a representation w in a countable set W (this
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can be the set of natural numbers, without loss of generality). The
decoder d : W → X̂ maps each representation w to a reconstruction
point x̂ ∈ X̂ .

The encoder and decoder further agree to transmit the symbols
of W losslessly with an entropy code γ (see Section 2.1.1); we write
l(x) := |γ(e(x))| to denote the code length assigned to the encoding of
x. Suppose we are given a distortion function ρ : X × X̂ → [0,∞) that
measures the error caused by representing x with the lossy reconstruction
x̂. Historically, this is typically some form of a squared error, i.e.,
ρ(x, x̂) ∝ ∥x−x̂∥2, and we will revisit this choice and discuss alternatives
in Section 3.5. Given the above, lossy compression is then generally
concerned with minimizing the average distortion

D = Ex∼Pdata
[ρ(x, x̂)], (3.1)

where x̂ := d(e(x)), and simultaneously, the (bit-)rate

R = Ex∼Pdata
[l(x)], (3.2)

that is, the average number of bits needed to encode the data. We
want to minimize these two quantities with respect to the choice of the
encoding and decoding procedures e and d, as well as the entropy code γ.

Rate-distortion (R-D) theory [164][39] establishes limits on the
performance of any such algorithm. Any lossy compression algorithm
implements a noisy channel that receives a data input X and outputs a
reconstruction X̂, described by a conditional distribution QX̂|X. The
mutual information, I[X, X̂], is then defined as the KL divergence
between the joint distribution Pdata · QX̂|X and the product of its
two marginal distributions. As we will also see in Section 3.4, the
mutual information I[X, X̂] is a fundamental measure of the amount of
information needed to transmit X̂ given X (in bits per sample), and
for a given distortion threshold D, the lowest achievable bit-rate is
characterized by the information rate-distortion function [164],

RI(D) = inf
QX̂|X:E[ρ(X,X̂)]≤D

I[X, X̂], . (3.3)

The (information) R-D function is a fundamental quantity that depends
only on the data distribution and choice of distortion function, and
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generalizes the Shannon entropy H (Eq. 2.1) from lossless compression
to lossy compression. The R-D function has a few general properties,
e.g., it is always non-increasing and convex, but is otherwise unknown
analytically outside of a few cases. It can be numerically estimated by
the Blahut-Arimoto algorithm [24][9] when the data and reconstructions
are discrete and low-dimensional, and recent work has tackled the more
general setting and estimated the R-D functions of continuous and
high-dimensional data such as natural images [211].

In theory, the optimal rate RI(D) is achievable by vector quan-
tization [39], to be described in Section 3.1.3, but this approach to
compression quickly becomes intractable for high-dimensional data.
Rather than trying to achieve the theoretically optimal rate RI(D)
with any codec at any computational cost, in practice the design of
a lossy codec is constrained by practical considerations, such as the
computation budget of the target hardware, or the decoding latency
acceptable for the application. Denoting the set of all the acceptable
codecs under consideration by C, we can instead consider an operational
rate-distortion function1, formalized by

RO(D) = inf
c∈C:E[ρ(X,X̂)]≤D

E[l(X)]. (3.4)

Compared to Eq. 3.3, we replaced mutual information by the operational
rate and optimize over an actual lossy codec c. We can relax the con-
strained optimization problem to an unconstrained one, by introducing
the rate-distortion Lagrangian [24][37],

L(λ, c) = R(c) + λD(c) = E[l(X)] + λE[ρ(X, X̂)]. (3.5)

For each fixed λ > 0, the minimum of this objective yields a codec c∗

whose operational distortion-rate performance, (D(c∗),R(c∗)), lies on

1In usual treatments of R-D theory (see e.g., [39]), the operational R-D function
is defined as the asymptotic rate achievable by compressing multiple samples jointly
using any lossy codec, in the limit of infinitely many jointly compressed samples.
This is different from our definition here, which instead focuses on the operational
R-D performance achievable within a constrained family of codecs C, by compressing
a single sample at a time (as is common in applications). Thus we generally only
have RO(D) ≥ RI(D), i.e., RI(D) is in general no longer achievable in this setup.
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Figure 3.1: Visualizing the operational R-D optimization problem. We adjust our
codec c to minimize the R-axis intercept of a straight line (gray) with slope −λ and
passing through (D(c), R(c)); an optimum occurs when the line becomes tangent to
the operational R-D curve RO at the point (D(c∗), R(c∗)). Note that the operational
R-D curve (orange) is not necessarily convex, and always lies above the information
R-D curve RI (red), i.e., RO(D) ≥ RI(D), ∀D.

the convex hull of the operational R-D curve2. This is illustrated in
Figure 3.1. The hyperparameter λ can be interpreted as a Lagrange
multiplier, and codecs with different operational rate-distortion trade-
offs can be found by minimizing the Lagrangian with various λ. Most
current end-to-end learned lossy compression methods to be discussed in
Section 3.2 follow this approach, training one codec for each λ. We note
that it is not always possible to attain every point on the operational
R-D curve with this approach [43], and alternative methods based on
constrained optimization have been proposed [145][156].

3.1.2 Connection to latent variable modeling and R-D VAEs

In Section 2, we saw that an integral part of lossless compression is
estimating a good model of the data. In lossy compression, a similar
connection can be drawn between rate-distortion optimization and data
modeling, via a particular class of latent variable models [12][184][6][211]
which we will term rate-distortion variational autoencoders.

2In practice, due to non-convexity, we typically reach a local minimum of the
Lagrangian, and therefore an R-D point lying above the operational R-D curve.
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Let Z be any latent space, and g : Z → X̂ any measurable function.
Yang and Mandt [211] showed that an upper bound on the rate-distortion
function RI(D) can be obtained by optimizing the following objective:

L(q(z|x), p(z), g, λ) :=Ex∼Pdata
[dKL[q(z|x)∥p(z)]]

+ λEx∼Pdata,z∼q(z|x)[ρ(x, g(z))], (3.6)

where q(z|x) and p(z) are arbitrary distributions defined on Z. The
objective comes from a Lagrangian relaxation of the constrained opti-
mization problem defining RI(D) (in Eq. 3.3), with the expected KL
divergence term serving as a variational upper bound on I[X, X̂]. Sup-
pose there exists a conditional density aligned with the given distortion
function ρ, in the sense that

p(x|z) = C exp{−ρ(x, g(z)},

where the normalizing constant C does not depend on z. In the common
case of a squared error distortion, p(x|z) is an isotropic Gaussian density
with mean g(z) and constant variance. Then, the Lagrangian L can
be easily seen to equal the NELBO objective of a (β-) VAE (up to a
constant) [12][184][211],

L(q(z|x), p(z), g, λ) =Ex∼Pdata
[dKL[q(z|x)∥p(z)]]

+ λEx∼Pdata,z∼q(z|x)[− log p(x|z)] + const, (3.7)

in which p(x|z) is the likelihood/observation model, q(z|x) is the vari-
ational posterior, p(z) is the (variational) prior, and g is the decoder
network. To make the correspondence with a VAE exact (“β = 1”), we
can also absorb λ into the definition of the likelihood model, positing a
density p(x|z) = C exp{−λρ(x, g(z)}. In the case of a squared distor-
tion, this corresponds to a Gaussian density with a precision (inverse
variance) parameter proportional to λ. Given the above equivalence
between Eq. 3.6 and Eq. 3.7, we refer to the model associated with
Eq. 3.6 as a rate-distortion VAE (or R-D VAE), even when there may
not exist a proper likelihood density p(x|z) aligned with the given
distortion function ρ.

Besides yielding computationally tractable bounds on the R-D func-
tion [211], rate-distortion VAEs also provide a useful perspective on
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many of the lossy compression algorithms we will encounter. Most ex-
isting neural lossy codecs can be seen as instances of R-D VAEs with a
discrete latent space (Section 3.2.2), and many switch to a continuous
latent space for end-to-end training [12] (Section 3.3), while methods
that bypass quantization (Section 3.4) almost always use a continuous
latent space [2][186].

3.1.3 Vector Quantization

Vector quantization (VQ), a classical technique from signal processing,
is perhaps the most basic and general form of a lossy codec. A vector
quantization scheme, or a vector quantizer, consists of a set of integer
representations W = {1, 2, ..., k}, an encoder e assigning a given data
to an integer representation w ∈ W, and a decoder d that returns a re-
construction given w, usually implemented by indexing into a codebook
of k reconstruction vectors. Note that there is no restriction on the
encoding and decoding functions, other than the cardinality of W . The
goal is then to determine an optimal quantization scheme for a given
data distribution, under some objective. Commonly, the objective is to
minimize a reconstruction error (Eq. 3.1), as in the k-means algorithm,
but can also more generally be an operational rate-distortion trade-off
(Eq. 3.4). An optimal quantizer can be shown to always encode any
given data point to its “nearest-neighbor” in the codebook to minimize
the reconstruction error ρ (or, a combination of reconstruction error and
code length, in the rate-constrained version), and set the jth entry in
the codebook x̂j to minimize the expected reconstruction error between
x̂j and data points assigned to index j [37].

For some data source, e.g., the uniform or the Laplace distribution,
optimal quantization can be characterized analytically [223][176]. In
most applications, Lloyd-Max-style algorithms (more widely known as
k-means in machine learning) [114][37] are instead used to estimate a
quantization scheme from data samples. This usually involves minimiz-
ing an empirical rate-distortion cost (Eq. 3.5) over a dataset, which is
still a basic ingredient in today’s learned compression approaches [10]
(see Section 3.2).
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Given unlimited data and compute, VQ can approximate any data
distribution arbitrarily well. Indeed, the theoretical limit of lossy com-
pression, the rate-distortion function RI(D), can be shown to be achiev-
able by jointly quantizing multiple data samples together with increas-
ingly long blocks [39]. However, VQ comes with the severe downside
of poor scalability and data efficiency [63]. The computational and
storage demand of VQ increases quickly with the data dimensional-
ity. In high dimensions, an exceedingly large number of quantization
points and high amounts of training data are needed to approximate
the data distribution well. As a result, VQ is typically found in low-rate
applications, such as low-rate speech coding [162]. We note however,
k-means-style vector quantization has been successfully applied in a
convolutional latent space for image generation [142], and serves as an
image tokenizer in many recent transformer-based models for image
[56][213] and text-to-image generation [149][214].

3.1.4 Transform coding

Instead of quantizing the data directly, it is often much easier to do so in
a transformed space, where the representation of the data is uncorrelated
and scalar quantization can be effectively applied. The core idea behind
transform coding [67] is therefore to divide the task of lossy compression
into decorrelation and quantization: first, the sender applies an analysis
transform f to data x, resulting in (ideally decorrelated) transform
coefficients, z = f(x); and second, coordinate-wise scalar quantization
[[·]] is applied to obtain a discretized representation ẑ = [[z]]. The symbols
representing ẑ can then be converted to a bit-string by entropy coding
(discussed in Section 2.1.1) under an entropy model P (ẑ). The receiver
losslessly recovers ẑ, and computes a reconstruction x̂ = g(ẑ) using
a synthesis transform g, which is often the inverse of the analysis
transform. In the terminology of Section 3.1.1, the encoder e = [[·]] ◦ f
is the composition of the analysis transform f followed by quantization,
and the decoder d is implemented by the synthesis transform g.

The analysis transforms is typically linear and invertible, and is
implemented as multiplication with an orthogonal matrix. A classic
example is the Karhunen-Loève Transform (KLT), which is the same
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as principle component analysis (PCA) in our setting. The KLT maps
data samples into the eigen-basis of the covariance matrix of the data
distribution, and produces uncorrelated transform coefficients z. Another
example is the discrete cosine transform (DCT), which we saw in JPEG
in Section 1. DCT can be shown to approximate PCA asymptotically
[5], and is one of the most widely used transforms in signal processing
and compression. The choice of an orthogonal transform simplifies the
theoretical analysis and design of transform coding algorithms, and for
Gaussian data, the KLT followed by uniform scalar quantization can
be shown to be optimal [68].

Unlike vector quantization, which effectively optimizes over all pos-
sible choices of encoder e : X → W and decoder d : W → X̂ , transform
coding implicitly restricts the solution space of allowable codecs, e.g.,
the set of quantization points must be in the range of g, and therefore
generally cannot achieve the unconstrained optimal performance of VQ.
The lack of theoretical optimality of transform coding is more than
made up for by its vastly superior scalability over VQ, as evidenced by
its wide-spread use in the compression of digital media, such as images
and videos [67].

3.2 Neural lossy compression

Most current neural lossy compression methods are based on the
paradigm of nonlinear transform coding [10] and use learned functions
to encode data into a discrete representation, typically by quantizing a
continuous representation. Compared to linear transforms (discussed in
Section 3.1.4), non-linear transforms are more flexible and can better
adapt to the data distribution [10], can be optimized for custom losses
(such as perceptual losses in Section 3.5), and are demonstrated to
be optimal in some cases [199]. In the following, we present high-level
architectures and modeling choices, deferring a full discussion on model
training and entropy modeling to Section 3.3.
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3.2.1 Overview

In neural compression with non-linear transform coding, we replace
the various components of transform coding (Section 3.1.4), such as
the analysis transform f , synthesis transform g, and entropy model P ,
with neural networks or other function approximators, and learn them
end-to-end on the data of interest.

As in transform coding, we obtain a discrete representation ẑ by
quantizing the transform coefficients z, i.e., ẑ = [[z]], z = f(x). It’s
common to refer to ẑ as a tensor of “latents”, due to connections to
latent variable models (see Sections 3.1.2, 3.2.2, 3.3.4), although there
is some ambiguity in this terminology and some papers also apply
it to the continuous transform coefficients z. As before, an entropy
model P is used to losslessly transmit ẑ via bit-strings (Section 2.1.1).
The entropy models are often based on powerful models from neural
lossless compression (Section 2). Most commonly, the objective is to
simultaneously minimize the rate,

R := E[− log2 P ([[f(X)]])], (3.8)

and the distortion,

D := E[ρ(X, g([[f(X)]])].

The expectations are taken w.r.t. the data distribution Pdata and are
estimated with data samples. Unlike in Section 3.1.1, here we no longer
concern ourselves with an entropy code γ. Instead, we directly optimize
the information content in place of a code length in Eq. 3.8, knowing that
an entropy code can (in principle) always be derived from P such that
− log2 P (·) ≈ |γ(·)| (see Section 2.1.1). If we denote the true marginal
distribution of Ẑ by P ∗ (which is induced by Pdata and the encoding
procedure, via Ẑ = [[f(X)]]), then the rate loss can be equivalently
written as the cross entropy,

R = Eẑ∼P ∗(ẑ)[− log2 P (ẑ)], (3.9)

which precisely captures the cost of entropy coding ẑ ∼ P ∗(ẑ) under
our model P (ẑ), and serves as an upper bound to the entropy H[Ẑ].
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As in Eq. 3.5, we would like to optimize the operational R-D perfor-
mance in the form of a rate-distortion Lagrangian,

E[− log2 P ([[f(X)]])] + λE[ρ(X, g([[f(X)]])], (3.10)

for a suitable choice of the trade-off factor λ. However, as is written,
the objective is not suitable for end-to-end training with SGD, due to
the non-differentiability of the quantization operator and the rate loss.

We dedicate Section 3.3 to a detailed discussion of the various ap-
proaches to quantization, differentiable approximations, and the related
topic of entropy modeling. In the rest of this section, we will examine
other aspects and design choices of non-linear transform coding,

3.2.2 Connection to variational autoencoders

The R-D objective in Eq. 3.10 closely resembles that of an autoencoder
[29][158], where the analysis and synthesis transforms f and g correspond
to the encoder3 and decoder of an autoencoder. The rate term can be
seen as a regularizer imposed on the representation ẑ, and differs from
the regularization in traditional autoencoders based on dimensionality
reduction or sparsity [66].

Another way to interpret such a (deterministic) autoencoder is by
viewing it as a variaitonal autoencoder, but with a degenerate variational
posterior distribution. Let us consider a rate-distortion VAE (introduced
in Section 3.1.2) with discrete latent variables ẑ4, variational posterior
q(ẑ|x) and prior P (ẑ). For each fixed x, if we define q(ẑ|x) := δ[[f(x)]](ẑ),
i.e., we let the approximate posterior concentrate all its mass on the
quantized transform coefficients [[f(x)]], then the R-D cost of non-
linear transform coding in Eq. 3.10 is equal to the NEBLO in Eq. 3.7.
Specifically, given a data sample x, the bit-rate of the R-D VAE reduces
to the code length in Eq. 3.10:

3Unfortunately, this use of the term “encoder” for the function f of an autoencoder
clashes with our definition of encoders e in Section 3. The “encoder” can also mean
more abstractly the party initiating the data communication (and similarly, “decoder”
can refer to the party receiving the data). The meaning is usually clear from the
context.

4The notation for latent variables in Section 3.1.2 was “z” instead. Unfortunately
this collides with the use of “z” as (unquantized) transform coefficients in this section.
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dKL[q(ẑ|x)∥P (ẑ)] = − logP ([[f(x)]]). (3.11)

This situation is analogous to the one in Section 2.3.1, where the two-
part code can be considered a special case of bits-back coding with a
deterministic posterior distribution. We achieve a coding cost equal
to the KL-divergence (LHS of the above equation) by simply entropy
coding the deterministic configuration of q under model P .

Do other kinds of R-D VAEs, especially ones with non-degenerate,
or stochastic posterior distributions, also have a role to play in lossy
compression algorithms? We will address this question in Section 3.3.4
and Section 3.4.

3.2.3 Neural Transform Architectures

Feedforward neural networks are most often used for the encoding
and decoding transforms (f, g) in lossy compression, as in traditional au-
toencoders. For compressing unstructured data, fully-connected neural
networks have been used [10][211]. In image compression, the networks
are typically convolutional neural networks (CNNs), with f implement-
ing downsampled convolutions, and g typically implementing upsampled
convolutions [11] or sub-pixel convolutions [184][189]. Various archi-
tectural improvements have been made to better capture and remove
redundancies in the input data; these include replacing the usual ReLU
activation with Generalized Divisive Normalization [11], introducing
residual connections [35], attention mechanisms [112][35], and vision
transformers [222].

We note that in the low-distortion / high-rate regime, a sufficiently
large latent space [211] and transforms with sufficient capacity (e.g., as
determined by the number of filters in a CNN) are generally needed to
maximize the rate-distortion performance of a given architecture [12][10].
Invertible networks have also been shown to provide good inductive
bias for this setting [77][205].

Recurrent and hierarchical architectures. Instead of encoding
data x into z with a single neural network, it can be beneficial to
introduce a feedback mechanism to involve the decoder in the encoding
process. We may divide the compression of x into T stages, each stage
generating an incremental representation ẑt from the encoder to the
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decoder, and the final ẑ consisting of the concatenation ẑ1, ẑ2, ..., ẑT .
At the beginning of stage t, the decoder has available a tentative data
reconstruction x̂t−1 computed from stage t−1, using the already received
ẑ1, ẑ2, ..., ẑt−1. Crucially, the encoder is equipped with a copy of the
decoder, so having computed the same x̂t−1, the encoder only encodes
the information in x that is not present in x̂t−1 (e.g., by encoding the
residual, x − x̂t−1, in image compression). The resulting representation
ẑt is sent to the decoder, which then uses ẑt to compute an improved
tentative reconstruction x̂t. This process continues, with x̂T declared the
final data reconstruction x̂. Here, f : x → ẑ (similarly, g) is no longer
implemented by a feedforward architecture, but rather a recurrent one,
with x̂t being the recurrent state.

Such an approach embodies the idea of “analysis-by-synthesis”, an
influential model of perception and comprehension [20], and enables
progressive compression whereby the data reconstruction x̂t improves as
more information in ẑt is transmitted. Many video compression methods
in Section 3.7 also follow the same predictive coding paradigm, with
x = [x1, ...,xT ] being a sequence of video frames, and ẑt carrying the
information in the reconstructed frame x̂t.

We give a concrete example by Toderici et al. [188][189], who pro-
posed some of the first recurrent neural architectures for progressive
and variable-rate image compression. Here, the computation at each
stage can be summarized as

ẑt = [[ft(rt−1)]], rt = x − x̂t, x̂t = gt(ẑt) + αx̂t−1;
r0 = x, x̂0 = 0,

where rt, ft, and gt denote the residual vector, encoding transform, and
decoding transform at time t, respectively, and α ∈ {0, 1} allows two
different modes of operation. With α = 1 (“additive reconstruction”
mode), ft and gt can simply be a pair of CNNs (with a separate pair for
each t), and are trained to additively correct the cumulative reconstruc-
tion at each stage. With α = 0 (“one-shot reconstruction” mode), ft and
gt are chosen to be stateful, and typically LSTM architectures, which
are trained to directly predict the entire original image at each stage.
Progressive and variable-rate image compression can then be achieved
by controlling the number of steps T of the recursive computation.
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The idea of reconstructing data progressively from abstract to in-
creasingly specific concepts has also been well-established in deep gener-
ative modeling, often in the form of hierarchical latent variable models
[70] [169] [101]. Many of these generative models provide inspirations
for compression. The recurrent architecture for compression discussed
above is intimately related to bidirectional inference in hierarchical
VAEs [169]. Hierarchical and latent variable modeling is also prevalent
in the entropy models of neural lossy codecs, in the form of a hyperprior
[14] and its extensions [131], [132]. Yang and Mandt [211] trained a
deep ResNet-VAE [101] to estimate bounds on the R-D function (see
Section 3.1.2) and the theoretical performance of compression without
quantization (to be discussed in Section 3.4), while Duan et al. [52]
trained a similar model with additive uniform noise (to be discussed in
Section 3.3.3) to obtain improvements in practical lossy compression
performance.

3.3 Learned quantization and rate control

Neural networks have been used in image compression since before
1990 [170][96], but techniques were only recently developed to allow
end-to-end training directly on a rate-distortion objective [188][11][184].
The main stumbling block has been the fact that the quantization
operation and the discrete rate loss (see Eq. 3.10) are not differentiable.
As quantization maps (usually continuous) input to a discrete set,
its derivative is zero almost everywhere and undefined at points of
discontinuity. By the chain rule, the parameters of the encoder transform
also receive zero gradient almost everywhere. Moreover, the rate loss,
defined via the PMF P (ẑ), also has no derivative w.r.t. the discrete
representation ẑ.

Below we survey the major approaches developed over the years
for dealing with the non-differentiability problem, organized by how
quantization is done. Since the choice of quantization affects the choice
of the entropy model, as well as strategies for optimizing the bit-rate of
quantized representations ẑ (Eq. 3.9), we discuss these issues jointly.

We note that although most of these techniques are developed
for lossy compression, they are equally useful in lossless compression
methods that make use of quantization [87], [125].
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3.3.1 Binarization

Some of the earliest work in neural lossy compression obtained discrete
representations ẑ by binarizing the output of the encoder (analysis)
network. The bit-rate was controlled in various ways when training the
neural transforms; afterwards, a separate entropy model was fit to the
empirical distribution of ẑ and ultimately used for compression. We
discuss specific approaches below.

Based on techniques for training binarized neural networks [202],
Toderici et al. [188][189] proposed stochastic binarization: each scalar
element z of z is separately mapped to the interval [−1, 1] (e.g., using
point-wise tanh as the last layer of f), and then stochastically rounded
to −1 or 1 based on how close z is to either value:

[[z]] := B(z) = z + ϵ, P(ϵ) =

1+z
2 , ϵ = 1 − z

1−z
2 , ϵ = −1 − z

To backpropagate through stochasitic binarization, they used a Straight-
through Estimator (STE) [17] and defined the gradient to be that of
the identity function,

d

dz
B(z) := d

dz
E[B(z)] = d

dz
z = 1.

Toderici et al. [188][189] trained the neural transforms (f, g) to only
minimize the distortion loss, relying on constraints on the dimensionality
of the binary ẑ to implicitly control the rate. After training, a separate
autoregressive entropy model (similar to a PixelRNN) is learned on the
empirical distribution of ẑ to further reduce the bit-rate [189].

Li et al. [108] deterministically binarized z to {0, 1} and used STE
for backpropagation, optimizing a surrogate rate-distortion objective.
For rate control, they introduced a learned masking mechanism to the
encoder network to encourage sparsity in ẑ, and optimized a surrogate
rate loss defined in terms of the soft count of non-zeroed-out elements
of ẑ. After training, they fit a separate PixelCNN-style entropy model
to further reduce rate, similar to Toderici et al. [189].
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3.3.2 Soft-to-Hard Vector Quantization

Agustsson et al. [1] proposed to use vector quantization with learned
codebook values and introduced corresponding techniques for differen-
tiable quantization and rate control. They considered the k-means-style
(hard) quantization operation (see Section 3.1.3), mapping z to its
closest codebook vector,

[[z]] := VQ(z, C) = cj , with j = arg min
i

∥z − ci∥,

where C = {ci|i = 1, 2, .., k} is a finite set of codebook vectors in Rn

learned alongside the model. Agustsson et al. [1] proposed to approxi-
mate hard quantization by a differentiable soft quantization, via a linear
combination of the codebook vectors weighted by how close they are to
z:

VQ(z, C) ≈ SoftQ(z, C) :=
∑

i

ϕici.

Here ϕ ∈ ∆N−1 is a probability vector computed as the softmax of
weighted distances, ϕ = ϕ(z, C) := softmax(−σ[∥z−c1∥2, ..., ∥z−cM ∥2]),
with σ > 0 a hyperparameter. In practice, due to the prohibitive compu-
tation cost of VQ, the proposed method is only applied independently
to small blocks of z. By annealing σ → ∞ throughout training, soft
quantization gradually approaches hard quantization, and a proper
annealing schedule is needed to ensure effective training. For rate con-
trol, Agustsson et al. [1] optimized a surrogate rate loss based on the
empirical distribution of the soft assignment probabilities, estimated
via histograms.

Mentzer et al. [124] simplified the above technique by performing
only scalar quantization and dispensing with the annealing procedure.
They fixed σ at a constant (usually 1), and applied STE to differentiate
through (hard) quantization using the gradient of soft quantization,

∂

∂z
VQ(z, C) := ∂

∂z
SoftQ(z, C).

Mentzer et al. [124] furthermore trained a PixelCNN-style autoregressive
entropy model end-to-end. To soften the non-differentiable discrete rate
loss, they used the learned masking technique of Li et al. [108], but
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formed the surrogate rate loss based on the code length of non-zeroed-
out elements of ẑ under the concurrently trained autogressive entropy
model, instead of naive counts as used by Li et al. [108].

3.3.3 Uniform Quantization (UQ)

Popularized by Ballé et al. [11] and Theis et al., [184], uniform quanti-
zation — in its most common form — rounds each element of z to the
closest integer,

[[z]] := ⌊z⌉.

This can be viewed as a scalar version of the VQ approach, but with
a fixed quantization grid equal to the set of integers. The assumption
of a uniform quantization grid with width 1 can generally be justified
by using a sufficiently flexible pair of transforms (f, g), which can warp
the quantization grid in arbitrary ways if needed [11][10]. Compared to
VQ, uniform quantization (and more generally, scalar quantization) is
cheap to compute. Moreover, by embedding the integer-valued discrete
representation ẑ in RN , an entropy model can be conveniently specified
in terms of a continuous density model, allowing for simpler differentiable
rate surrogates than in approaches based on categorically distributed
entropy models (e.g., [1][108][124]). Such an entropy model P is defined
by an underlying density p, exactly as in a discretized density model
(Eq. 2.5),

P (ẑ) :=
∫

[−0.5,0.5)n
p(ẑ + v)dv, ∀ẑ ∈ Zn. (3.12)

We defer details on the choice of p to Section 3.3.5, and now discuss a
few representative neural compression approaches based on this form
of entropy model and integer-valued ẑ. In the rest of this sub-section,
u ∼ U ([−0.5, 0.5)n) is a random sample drawn from the uniform density
U on the hypercube [−0.5, 0.5)n.

UQ + STE. Theis et al. [184] proposed to train with uniform quan-
tization and approximately differentiate through it by STE, using the
identity gradient on the backward pass. For rate control, they optimized
the same rate upper bound as on the LHS of Eq. 2.6, replacing the code
length − log2 P (ẑ) by the differentiable upper bound Eu[− log2 p(ẑ+u)].
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Additive Uniform Noise. Ballé et al. [11] replace rounding with
additive uniform noise for model training, i.e.,

⌊z⌉ ≈ z + u, u ∼ U ([−0.5, 0.5)n) .

Naively, one might simply substitute the above into the Lagrangian
Eq. 3.10 and hope to obtain a reasonable training objective. However,
the resulting code length, − log2 P (f(x) + u), does not yet make sense,
as our entropy model P has only been defined over integers. It turns
out the form of P (Eq. 3.12) offers a convenient solution: we can simply
extend P from Zn to all of Rn, by convolving the underlying density p
with the uniform noise u, i.e.,

p̃ := p ∗ U ([−0.5, 0.5)n) . (3.13)

It’s easy to see that p̃ agrees with P on all integer points, and serves
as a smoothed relaxation of P which defines a surrogate gradient with
respect to its input. Replacing P by p̃ in Eq. 3.10, and taking expectation
with respect to the uniform noise u, we obtain the surrogate training
objective,

Ex∼Pdata,u∼U [− log2 p̃(f(x) + u) + λρ(x, g(f(x) + u))], (3.14)

which is now differentiable with respect to all components of the model,
and can be simply estimated by Monte-Carlo sampling.

Stochastic Gumbel Annealing. Yang et al. [209] proposed to
optimize the following differentiable surrogate R-D objective:

Ex∼Pdata
Eẑ∼q(ẑ|x)[− log2 P (ẑ) + λρ(x, g(ẑ))], (3.15)

where q(ẑ|x) is an encoding distribution over integer valued latents, to
be discussed below. Unlike the usual NELBO, the rate term above is
a cross-entropy, rather than a KL divergence. The optimal choice of
q(ẑ|x) is therefore deterministic, placing all of its mass on the choice
of ẑ that minimizes the R-D cost for each x, in which case we recover
a deterministic R-D VAE (Section 3.2.2). Finding such an optimal
deterministic encoder q is a challenging discrete optimization problem,
therefore the idea is to relax q into a stochastic encoder (to enable
gradient descent), and gradually anneal it towards a deterministic one.
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Yang et al. [209] parameterized q(ẑ|x) by a continuous location
parameter z ∈ Rn (e.g., predicted by an encoder network as z = f(x))
and a temperature hyperparameter τ > 0. It is defined by

q(ẑ|x) :=
∏

i

q(ẑi|x), (3.16)

q(ẑi|x) ∝

exp
{

− ψ
(
zi − ⌊zi⌋

)
/τ

}
/C, if ẑi = ⌊zi⌋

exp
{

− ψ
(
⌈zi⌉ − zi

)
/τ

}
/C, if ẑi = ⌈zi⌉

(3.17)

where C is a normalizing constant, and ψ = tanh−1. The resulting cate-
gorical distribution concentrates its mass on the vertices of a hypercube
containing z, and generalizes stochastic binarization [188] to the integer
lattice. The probability mass assigned to each integer neighbor of z
depends inversely on its distance to z, similar to the softmax formulation
of Agustsson et al. [1]. The temperature hyperparameter is annealed
towards zero over the course of optimization, such that sampling from
q converges to deterministic rounding z → ⌊z⌉. For gradient-based
optimization, the Gumbel-softmax trick [95][119] is used to differentiate
through samples of q, and the discrete entropy model P is replaced by
its continuous extension p̃ (Eq. 3.13), as in the uniform noise approach.

This method, Stochastic Gumbel Annealing (SGA), was originally
proposed to improve the compression performance of pre-trained models
at test time [209]. In this work, z was initialized to the amortized predic-
tion f(x), but then treated as a variational parameter, and iteratively
optimized with gradient descent as in semi-amortized VI [98].

Tsubota et al. [196] further applied a version of SGA for end-to-end
training, using STE instead of the Gumbel-softmax trick to differentiate
through sampling ẑ ∼ q (which we refer to as SGA+STE), and obtained
improved R-D performance compared to the UQ+STE approach.

Comparisons. Empirical results [106][132][4] suggest that it is
beneficial to train with different approximations for optimizing the dis-
tortion v.s. the rate terms of the R-D loss (Eq. 3.10). A recent empirical
comparison of combinations of various approaches [196] confirms this,
showing that it is best to combine a rounding-based approximation
(SGA+STE, UQ+STE) for the distortion term, and a uniform-noise-
based approximation (additive uniform noise, dithered quantization
[36]) for the rate term.
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3.3.4 Connection to variational autoencoders, revisited

Previously in Section 3.2.2, we interpreted a general non-linear transform
coding model as a rate-distortion VAE (Section 3.1.2) with a discrete
latent space and deterministic variational posterior distribution. In
this section, we will consider other types of rate-distortion VAEs with
continuous latent spaces, and discuss their relation to lossy compression.

First, we show that the additive uniform noise approach for end-
to-end training (discussed in Section 3.3.3) equivalently defines a rate-
distortion VAE of the data, with a continuous latent space and a
particular choice of prior and posterior distributions. To derive this,
it is instructive to consider the density model p as approximating the
distribution of the continuous representation z = f(x) as induced by
x ∼ Pdata and the analysis transform f . Indeed, suppose z is distributed
according to p (if our modeling is perfect), then the distribution of
ẑ = ⌊z⌉ has precisely the form of the entropy model P defined by
Eq. 3.12. Moreover, if we define the “noisy quantization” by the random
variable z̃ := z + u, then its induced density (given z ∼ p) is precisely p̃
from Eq. 3.13. Based on these connections, the surrogate Lagrangian
from additive uniform noise (Eq. 3.14) defines a particular rate-distortion
VAE, where z̃ is the latent variable. Specifically, Eq. 3.14 can be shown
[184][12] to be equal to the NELBO objective of an R-D VAE, given by

Ex∼Pdata
Ez̃∼q(z̃|x)[− log2 p̃(z̃) + log2 q(z̃|x) − log2 p(x|z̃)] + const,

(3.18)

where p̃(z̃) plays the role of a prior, q(z̃|x) is a fully factorized uniform
posterior density centered at z = f(x), and p(x|z̃) is a likelihood density
aligned with the distortion function ρ 5. The equivalence can be seen
by noting that the posterior entropy term is constant (in fact, 0), and
sampling from the uniform posterior q is equivalent to adding noise to
f(x), by the reparameterization trick.

Although additive uniform noise was originally motivated as a differ-
entiable surrogate to the compression cost using deterministic uniform

5In the common case of a squared distortion, p(x|z̃) is a Gaussian with mean
equal to the reconstruction x̂ = g(z̃), and covariance inversely proportional to λ. See
Section 3.1.2.
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quantization (Eq. 3.10), the surrogate loss (Eq. 3.14) can be shown
[10][2] to exactly equal the compression cost using universal quanti-
zation, that is, quantization with a random offset, to be discussed in
Section 3.4.1. In other words, given our choice of posterior q and prior p̃
distributions with particular shape restrictions, there is an efficient lossy
compression procedure whose communication cost is fully differentiable
(in particular, w.r.t. to the encoder parameters), with a bit-rate equal
to the (expected) KL divergence Ex∼Pdata

[dKL[q(z̃|x)∥p̃(z̃)]].
Next, we consider the possibility of using other types of R-D VAEs

for lossy compression. In generative modeling, the approximate posterior
q is typically chosen to be as flexible as possible to achieve a lower
NELBO and learn a better model [151]. It is therefore natural to wonder
if other choices of the encoding distribution q besides the uniform density
can also be used to improve lossy compression.

Given a data point x and an R-D VAE of the data, one idea is to
simply quantize the mode or mean of the variational posterior q(z|x),
as in the uniform quantization approach of Ballé et al. [12], and entropy
code the resulting quantized representation ẑ. However, simple uniform
quantization can give poor results, outside of the R-D VAE considered
in Eq. 3.18. Yang et al. [210] proposed an improved quantization scheme
for the case where q is a factorized Gaussian with learned variances
across different latent dimensions (as in a standard VAE [99]). In this
method, the prior distribution p(zi) is used to construct a quantization
grid for each latent dimension i, taking inspirations from Arithmetic
Coding. This is based on considering k-bit truncations of Zi under the
probability integral transform, for k = 1, 2, ..., so the resulting set of
grid points Gi consist of nested quantiles (median, quartiles, octiles,
etc.) of Zi. Then, given a data point x and its inferred posterior q,
the posterior mean µi of each dimension i is separately quantized to
the corresponding grid Gi, using a squared error distortion weighted
inversely by the posterior variance σi (this is essentially − log q(zi|xi)
for a Gaussian q). The quantized value is found by efficiently solving a
discrete optimization problem,

min
π∈Gi

(π − µi)2

σ2
i

+ λR(π),
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where R(π) is the bit-rate associated with grid point π, and λ is a
rate-distortion trade-off hyperparameter shared across all latent dimen-
sions. The method therefore assigns more bits to latent dimensions with
higher posterior uncertainty/variance, and fewer bits to latent dimen-
sions where dKL[q(zi|x)∥p(zi)] is small. Furthermore, variable bit-rate
compression can be achieved by adjusting λ at compression time, and
Yang et al. showed that with this approach a single Gaussian VAE [99]
can already outperform JPEG in image compression [210]. However,
this approach is outperformed by the end-to-end optimized approach
[12] at lower bit-rates, and does not operationalize the theoretical rate
and distortion losses of the Gaussian VAE.

Another idea is to find ways to transmit a sample of q using close
to Ex∼Pdata

[dKL[q(z|x)∥p(z)]] bits (or, close to dKL[q(z|x)∥p(z)] bits for
each given x). This would allow us to operationalize the R-D loss of
the associated R-D VAE, and more generally, yield a lossy compression
scheme whose coding cost (as a KL divergence) can often be easily
optimized with gradient descent. In theory, this approach can even
attain the rate-distortion theoretic limit of lossy compression, up to
a logarithmic overhead [211], and can also be more efficient in terms
of the rate-distortion-perception trade-off [179], [185]. However, an
efficient implementation of this approach is non-trivial, and likely even
impossible in the worst case [2]. We will discuss this approach, and the
related topics, in Section 3.4.

3.3.5 Entropy models

Various entropy models have been proposed to reduce the bit-rate and
improve the rate-distortion performance of neural lossy compression,
using largely the same modeling ideas as for lossless compression.

Following quantization, various models can be used to further loss-
lessly compress the resulting discrete representations — for instance,
autoregressive models [108][189][124] or off-the-shelf adaptive entropy
codes [1]. The most common approach in end-to-end methods is to
combine uniform quantization with an entropy model parameterized
in terms of a density p as in Eq. 3.12. The simplest choice is a fully-
factorized p, resulting in a factorized entropy model. Each marginal of p
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is typically parameterized as a mixture distribution [184], or indirectly
as the derivative of a deep CDF model [14] (exploiting the relation in
Eq. 2.7).

Going beyond factorized entropy models, recent research has ex-
plored latent-variable modeling, autoregressive modeling, and their
combination, to increase the flexibility of the prior density p and im-
prove the compression bit-rate [14][131][132]. The basic latent variable
model approach, commonly referred to as the hyperprior approach [14],
expresses the entropy model’s underlying density through an additional
hierarchy of latent variables h (“hyper-latents”),

h ∼ p(h), ĥ = ⌊h⌉,

z | ĥ ∼ p(z | ĥ), ẑ = ⌊z⌉.

The hyperprior density, p(h), is typically parameterized as in a factorized
entropy model, while p(z | ĥ) is a density (e.g., factorized Gaussian)
whose parameters are predicted from ĥ by a neural network (“hyper-
decoder”). Crucially, note that the prior density of z is conditioned on the
discrete ĥ, as the hyper-latents must be discretized and entropy-coded
first at compression time. The information transmitted in the hyper-
latents is known as side information in traditional data compression,
and lets the sender and receiver dynamically select an entropy model
based on the content of the input data. To train such an entropy
model, the rate loss (Eq. 3.9) is modified to account for the side-
information, replacing − log2 P (ẑ) by the joint information content
− log2 P (ẑ, ĥ) = − log2 P (ĥ) − log2 P (ẑ | ĥ); the same techniques from
Section 3.3.3 can then be used to differentiate through quantization
and rate loss. Empirically, the hyperprior considerably reduces the
overall bit-rate of a factorized entropy model, with the side-information
comprising a small percentage of the overall rate [14].

The bit-rate can be further improved by additionally modeling ẑ
autoregressively similarly to a PixelCNN [131], but results in serial and
hence slower decoding. To address this, Minnen et al. [132] proposed to
instead use channelwise (instead of spatial) autoregressive conditioning,
significantly speeding up (de)compression without harming the rate-
distortion performance. Compared to an autoregressive model, a latent-
variable entropy model has the advantage of parallel encoding/decoding
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via (conditionally) factorized distributions, but entails transmitting
side-information, similar to the two-part code in lossless compression
(Section 2.3.1). Yang et al. [209] applied bits-back coding to reduce the
transmission of side-information in a hyperprior model.

Regardless of the choice of an entropy model, the sender and receiver
must agree on the exact same probabilities for entropy coding (such
as Arithmetic Coding, discussed in Section 2.1.4) to operate correctly.
This can be a stringent requirement when the entropy models (e.g., the
conditional model P (ẑ|ĥ)) are computed on the fly, especially in the face
of round-off errors from floating point arithmetic and non-deterministic
GPU operations. We refer readers to Ballé et al. [13] for more details
on this issue, and a potential solution based on integer arithmetic.

3.4 Compression without quantization

The non-differentiability of quantization has hindered end-to-end train-
ing of lossy compression models. The various methods in Section 3.3
replace quantization by a differentiable surrogate at training time, lead-
ing to a mismatch between “soft” quantization during training and
“hard” quantization at test time. This mismatch generally results in
sub-optimal performance [209]. Annealing can alleviate the problem
[1][209][2] but may suffer high-variance gradients as the approximation
approaches hard quantization, and requires specifying an annealing
schedule.

Perhaps surprisingly, quantization can be avoided entirely if we are
willing to accept some noise in the transmitted representation. Instead
of quantization, it is possible to transmit a continuous but stochastic
sample z ∼ q(z | x) using a finite number of bits [18]. The problem of
efficiently communicating such a sample is also recognized as channel
simulation [215][107], reverse channel coding [18][2][186], or relative
entropy coding [57][58].

Bits-back coding (Section 2.3.2) seems like a natural candidate
for this problem as it also uses a stochastic encoder. Unfortunately, a
requirement of bits-back coding is that the exact data x is eventually
available to the decoder and is therefore only directly applicable to
lossless compression. That is, bits-back is a solution to the lossless
source coding problem but not a solution for reverse channel coding.
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Li et al. [107] showed that is is possible to communicate z at an
average coding cost of at most

I[X,Z] + log2(I[X,Z] + 1) + 5

bits. That is, the coding cost is close to the information contained
in z. However, they also showed that in general it is not possible to
significantly reduce this coding cost further. Even for optimal encoders
and decoders we may therefore have to pay an overhead which is
logarithmic in the mutual information. Note that this overhead is
relatively small if the mutual information is large.

One way to increase the mutual information (and thus reduce the
relative overhead) is to communicate more information at once (for
example, by bundling multiple frames of a video). Unfortunately, it
can be computationally very expensive to do so. Agustsson & Theis
[2] showed that there is no general reverse channel coding algorithm
whose computational cost is polynomial in the information content. If
we want to transmit large amounts of information at once using as few
bits as possible, then this may only be possible by spending a lot of
computation. Nevertheless, some distributions can be communicated
efficiently, both computationally and with low overhead.

In the following, we will review two strategies for communicating
stochastic information. One is a simple and efficient approach for sim-
ulating channels with additive uniform noise, and one is a general
approach for communicating samples of arbitrary distributions. For
a more thorough introduction to reverse channel coding, see Theis &
Yosri [186].

3.4.1 Dithered quantization

Consider a latent representation Z6 which is the output of a neural
network followed by additive uniform noise, i.e.,

6To reduce clutter, our notations here differs from those in Section 3.2 on non-
linear transform coding. Here, we denote the noise-injected latent representation by
z (rather than z̃), and denote transform coefficients by y (rather than z). Our use of
z here is consistent with Section 3.1.2 and broader machine learning literature on
latent variable models (see [99], [217]).
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U ∼ U([−0.5, 0.5)n), (3.19)
Y = f(X), (3.20)
Z = Y + U. (3.21)

It turns out that we can efficiently communicate an instance of z using
an old technique called dithered or universal quantization [155][223].

Let U′ be another vector of uniform noise independent of U which
is available to both the encoder and the decoder. In practice this
requirement can be achieved by generating noise using a pseudorandom
number generator with the same random seed. For any fixed value of
y = f(x), it holds that [223],

⌊y − U′⌉ + U′ ∼ y + U. (3.22)

That is, subtracting uniform noise, rounding, and then adding uniform
noise back is distributionally equivalent to adding noise directly. We can
exploit this for the communication of a uniform sample as follows. Define
the random variable K = ⌊Y − U′⌉. Given a data sample x, the encoder
computes y = f(x), samples a value of u′, computes k = ⌊y − u′⌉, and
entropy encodes k into bits. The decoder receives k and simply adds
u′, and effectively obtains a sample of y + U (by Eq. 3.22). To entropy
encode k, we need to know its distribution. Assuming Z has marginal
distribution pZ, we have [216]

P (K = k | U′ = u′) = pZ(k + u′). (3.23)

Note that we can condition on u′ to encode k since it is known to the
decoder. Eq. 3.23 tells us that in order to encode k, we only need a
model for the density of Z. The expected coding cost is [2], [216]

E[− log pZ(K + U′)] = E[− log pZ(Y + U)] (3.24)
≥ h[Z] (3.25)

= h[Z] −�����:0
h[Z | X] (3.26)

= I[X,Z] (3.27)

with equality when pZ is the true marginal distribution of Z.
This coding cost has two useful properties. First, it is equal to the

amount of information transmitted (assuming pZ models Z faithfully).
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That is, encoding K is a statistically efficient strategy for communicating
a sample. Second, Eq. 3.24 is differentiable in y so that we can easily
optimize an encoder using backpropagation. Agustsson & Theis [2]
exploited these facts to train neural encoders and decoders for images
without the train-test mismatch commonly introduced by quantization.

3.4.2 Minimal random coding

While dithered quantization can be computationally and statistically
efficient, it is only able to communicate certain simple distributions.
Several general algorithms have been developed to communicate a
sample from arbitrary distributions [75][41][42][107][76], though some
have only been studied in the context of discrete distributions. Here we
describe one algorithm based on importance sampling. In information
theory, it is known as the likelihood encoder [42][171]. In machine
learning, it has recently been introduced as minimal random coding
(MRC) [76][57].

Assume both the encoder and decoder have access to p(z). For each
given data observation x, the encoder generates N examples zn ∼ p(z)
and forms importance weights for a target distribution q(z | x),

wn = q(zn | x)
p(zn) . (3.28)

It then randomly samples an index k using the normalized importance
weights, i.e.,

P (n) = wn∑N
i=1wi

, k ∼ P. (3.29)

The index is uniformly distributed and encoded using log2N bits. The
decoder receives k and reconstructs zk. It can do this if, for example, the
encoder used a pseudorandom number generator to generate zn with a
random seed known to the decoder. The complexity of this procedure
thus depends on the number of samples N that needs to be generated.

Havasi et al. [76] showed that if the number of samples is

N = 2dKL[q(z|x) ∥ p(z)]+t (3.30)

and if the distribution of log q(Z | x)/p(Z) is concentrated around its
expected value, then Zk quickly converges to Z (in a total variation
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sense) as t increases. Havasi et al. [76] applied MRC to neural network
compression, while Flamich et al. [57] used it for image compression.
Theis & Yosri [186] showed that the coding cost of minimal random
coding can be further reduced without any loss in quality.

Cuff [41] considered the setting where m data points are encoded
and communicated at once, and p(z) is the marginal distribution of Z,
that is, the average of the distributions q(z | x) if we average over all
x ∼ pdata(x). In this setting, he showed that if

N > 2mI[X,Z],

then the distribution of (Zk,X) converges to q(z | x)pdata(x) in total
variation distance as m goes to infinity. In other words, using on average
I[X,Z] bits, we can communicate a sample which approximately follows
q(z | x) in a total variation sense.

3.4.3 Stochastic versus deterministic coding

Communication of information without any quantization requires a
certain level of noise to be present. Without noise or quantization, there
would be no limit to the amount of information we could send through
the bottleneck of an autoencoder. This raises the question of whether
a deterministic encoder with quantization or a stochastic encoder is
better. Ballé et al. [10] argue that we can always improve on dithered
quantization with a deterministic encoder when performance is measured
by a rate-distortion trade-off. Theis & Agustsson [179] extended this
argument to arbitrary stochastic encoders. That is, when we care about a
rate-distortion trade-off, the best stochastic encoder is likely to perform
worse than the best deterministic encoder. However, Theis & Agustsson
[179] also showed by example that when we additionally care about the
realism of reconstructions (discussed in Section 3.5), stochastic encoders
can perform significantly better than deterministic ones. Which one is
better therefore depends on the setting of interest.

3.4.4 Lossy compression with diffusion

Reverse channel coding schemes enable novel compression schemes which
deviate from the classical transform coding setup. One such approach
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is based on Gaussian diffusion models [168]. These generative models
learn the joint distribution of the data x = z0 and copies of the data
corrupted by increasing levels of noise,

zt+1 = αzt + βvt, (3.31)

where vt is Gaussian noise. For appropriate α and β, zt as a function
of t can be viewed as approximating a Gaussian diffusion process.

Ho et al. [82] first considered the rate-distortion performance of a
scheme which would efficiently communicate an instance of zt for some
fixed t before generating an estimate of x = z0 with the help of the
diffusion model. Theis et al. [185] demonstrated that this approach
can work extremely well on small images when compared to the best
transform coding schemes, especially when realism is considered. This is
surprising considering that Gaussian noise is added directly to the data
instead of applying an encoder transform first. Unlike neural transform
coding which typically requires training many different models, the
same diffusion model can be used to encode and decode a Gaussian
sample at arbitrary bit-rates. The simplicity of this approach makes it
very attractive from a theoretical perspective but its practicality is still
an open question as the approach is very computationally expensive.

Diffusion models have also been used in a transform coding setting
by conditioning the generative model on the quantized output of an
encoder. Saharia et al. employed a diffusion model for artefact removal
on JPEG images [159], while Yang et al. [207] conditioned a diffusion
model on a discrete latent variable in an end-to-end trained variational
autoencoder framework [207]. These approaches do not require the
as of yet computationally expensive communication of a sample but
require dealing with a non-differentiable quantization operation as in
other transform coding schemes. They also do not benefit from the
potential bit-rate savings of coding with a stochastic encoder [179][185]
(Section 3.4.3).

3.5 Perceptual losses

Neural networks are only as good as the losses they are trained for.
While in lossless compression the objective is clear – namely to minimize
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the required number of bits to represent the data – the story is a lot
more complicated when we turn to lossy compression. Here we need to
make decisions about which information to sacrifice in order to save
additional bits. In typical media compression applications, the goal is
to make any reconstruction errors as imperceptible as possible, which
raises complicated questions about how our brains perceive differences
between signals.

3.5.1 Background

We can distinguish between two types of distortions, namely full-
reference metrics and no-reference metrics. The former is a function
which takes an image and its reconstruction as input while the latter
only looks at the reconstruction to make a judgement about its quality.
These can be motivated by two corresponding types of quality mea-
sures involving humans. Mean-opinion scores (MOS) [93] are measured
by having raters judge reconstructions on a scale from 1 (bad) to 5
(excellent). Since raters are only provided with the reconstructions,
their judgments can be viewed as the output of a no-reference metric.
Many other image quality assessments (IQAs) evaluate perceptual qual-
ity without reference to the original data [174], but MOS is the most
widely used measure due to its simplicity. In contrast, degradation MOS
(DMOS) asks raters for a judgment based on both the unprocessed and
the reconstructed data [93], and thus is more akin to a full-reference
metric.

In addition to distortions, we may consider divergences which depend
on the probability distribution of the data and the marginal distribution
of reconstructions. Driven mostly by the success of generative adversarial
networks (GANs) [65] in producing realistic looking images, divergence
optimization has become an important topic in neural compression.

3.5.2 Perceptual distortions

In this section we explore some of the metrics that are most likely to be
encountered in the current literature on neural compression. However,
there is a much larger body of potentially relevant work on IQAs
and more broadly on perception that we will have to ignore here. For
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example, VMAF [113][109] is a full-reference metric which is frequently
used to evaluate the quality of video in industry but it has not yet found
widespread use in the neural compression community.

Mean-squared error (MSE) and peak signal-to-noise ratio (PSNR)
are frequently used in neural compression but do not predict perceived
quality well [55]. Another criterion widely used to evaluate images in
machine learning and beyond is the structural similarity index (SSIM)
[221]. SSIM has been shown to correlate better with human visual per-
ception and has been extensively studied and extended. The extension
most commonly found in neural compression papers is the multi-scale
SSIM (MSSSIM) [201] which evaluates SSIM at multiple resolutions
and combines them multiplicatively. The neurogram similarity index
measure (NSIM) is another closely related metric which is applied to
neurograms or spectrograms of audio signals [79] and has been shown
to correlate well with the perceived quality of speech [80].

While MSE and PSNR are computed pixel-wise, SSIM is computed
from small image patches. Let x and y be two aligned grayscale image
patches extracted from an image and its reconstruction, respectively.
Further, let µx, σx, and σxy represent the average pixel value, the
standard deviation and the covariance of pixel values as measured from
these patches. Using these quantities, we define

l(x,y) = 2µxµy + C1
µ2

x + µ2
y + C1

, (3.32)

c(x,y) = 2σxσy + C2
σ2

x + σ2
y + C2

, (3.33)

s(x,y) = σxy + C3
σxσy + C3

, (3.34)

where C1, C2, C3 are positive constants to ensure numerical stability.
The structural similarity function s measures correlation, while the
luminance function l and contrast function c are chosen to respond
to relative changes in luminance or contrast. These functions will not
change much if, for example, both µx and µy are scaled by the same
factor. This is consistent with Weber’s law of how the human visual
system perceives changes in these parameters [201]. SSIM is defined as

SSIM(x,y) = l(x,y)αc(x,y)βs(x,y)γ , (3.35)
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where α, β, γ are additional parameters which control the relative im-
portance of the factors (typically set to 1). Note that SSIM(x,x) = 1.
To compute a single value for an entire image, one approach is to use
a sliding window (e.g., 8 × 8 pixels) and then to average SSIM values.
MS-SSIM instead uses a smooth windowing approach to compute local
statistics in order to avoid blocking artifacts [201]. SSIM is defined
for grayscale images. In the neural compression literature, SSIM is
typically applied separately to RGB channels and the resulting values
are averaged to evaluate color images.

SSIM has been shown to perform significantly better at predicting
human judgments than MSE on common distortions such as blurri-
ness, noise or blocking artifacts [221]. However, its limitations are also
well documented and it tends to fail for reconstructions produced by
generative compression approaches [105][127].

“When a measure becomes a target, it ceases to be a good measure”
[175]. In line with this adage, directly optimizing neural networks for
MS-SSIM offers mixed results when compared to MSE in terms of
perceptual quality [14]. Unlike many applications of IQA, a metric has
to make meaningful predictions for all conceivable distortions to be
useful as a target in neural compression and cannot have any blind spots.
Ding et al. [45] recently compared a large number of IQA methods and
found that many were unsuitable for direct optimization.

A common approach to the design of more sophisticated distortions
is to rely on deep neural networks which perform well in some other
vision task. Typically, these distortions take the form

ρΦ(x,y) = ρ(Φ(x),Φ(y)), (3.36)

where Φ is some representation derived from the hidden activations of a
neural network and ρ is typically the MSE. Gatys et al. [62] compellingly
demonstrated the ability of such metrics to capture semantic content
at different levels of abstraction in their seminal paper on neural style
transfer. Bruna et al. [30] used distortions derived from VGG [166]
and scattering networks [31] and applied them to the task of super-
resolution, which can be viewed as a simpler form of neural compression
with a fixed encoder. They found that these distortions lead to sharper
reconstructions than MSE but can also cause artifacts.
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Zhang et al. [219] further investigated the efficacy of distortions
based on VGG and found that they can significantly outperform SSIM
on a range of artifacts including those generated by neural networks.
They further proposed the learned perceptual image patch similarity
(LPIPS). LPIPS uses pretrained classifiers such as AlexNet [103] or VGG
[166] but its parameters are finetuned in a supervised manner to match
human responses. As an alternative, Bhardwaj et al. [21] recently showed
that representations learned in a completely unsupervised manner can
be as effective as LPIPS and proposed the perceptual information metric
(PIM). Here, Φ was learned using a contrastive loss.

As of this writing, no metric has reached the level of humans predict-
ing the responses of other humans and how to close the gap is an open
research question. Amir & Weiss [8] found that randomly initialized
networks and a simple kernel-based metric can perform as well as VGG-
based distortions in predicting human responses, raising interesting
questions about the necessity and usefulness of neural representations
in perceptual distortions.

3.5.3 No-reference metrics

While no-reference metrics are rarely used as training targets in the
current neural compression literature, they are sometimes used for
evaluation [127]. The natural image quality evaluator (NIQE) [134], for
example, extracts nonlinear features from image patches sampled from
a test image. It then fits a Gaussian distribution to these features and
compares it to a Gaussian distribution fitted to features extracted from
natural images. Many extensions of NIQE have been proposed and used
in the IQA literature [218].

Deep IQA [28] samples 32x32 image patches from a test image
and uses a convolutional neural network to predict perceptual quality
judgments. The predictions for different patches are averaged to yield a
single score for an image. The parameters of the network were trained
in a supervised manner on the LIVE dataset [165] which only contains
981 distorted versions of 29 reference images. To augment this dataset
and to reduce overfitting, Kim et al. [97] pretrained a neural network
to predict pixel-wise distortions before training on the LIVE dataset.
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3.5.4 Divergences and adversarial networks

An image compressor which always outputs a fixed image of high
perceptual quality would score high in terms of any no-reference metric
and consume zero bits. However, for a useful compressor of natural
images, we expect a diverse set of reconstructions roughly following the
distribution of uncompressed images. Such properties can be assessed
with divergences, measuring the deviation between the data distribution
and the distribution of reconstructions. Requirements on a divergence
d are d[p, q] ≥ 0 and d[p, q] = 0 ⇐⇒ p = q for all distributions p, q.
A divergence does not need not be symmetric. Examples include the
Kullback-Leibler divergence (KLD), the Jensen-Shannon divergence
(JSD), or the total variation distance (TVD).

Divergences are sometimes described as either zero-avoiding or zero-
forcing [130]. Zero-avoiding divergences assign a high penalty to models
which assign zero probability to events (q(x) = 0) which have positive
probability under the reference distribution (p(x) > 0). They are also
called mode-covering divergences since they encourage models to assign
probability mass to all modes of a distribution. Examples include the
KLD or the χ2-divergence. On the other hand, zero-forcing divergences
assign a high penalty to model distributions which assign positive
probability (q(x) > 0) to events which have zero probability (p(x) = 0).
These are also called mode-seeking divergences since the resulting models
tend to ignore some of the modes of distributions with multiple peaks.
An examples is the reverse KLD (Eq. 2.4 with P and Q switched).
Zero-forcing divergences are especially useful for capturing realism since
they discourage models from generating implausible reconstructions.

We can give further motivation for the total variation distance
(TVD). Instead of asking human observers to rate reconstructions as
in a MOS test, consider an experiment where we randomly present
either real data or reconstructions with equal probability, and ask the
observers to make a binary decision as to whether the data shown is real
[44]. An optimal observer will correctly classify the data with probability
[25][137]

psuccess = 1
2dTV[q, p] + 1

2 , (3.37)
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where dTV is the TVD,

dTV[q, p] =
∫

|q(x) − p(x)| dx. (3.38)

That is, minimizing TVD minimizes the chance of an optimal classifier
correctly discriminating reconstructions from real data. Other diver-
gences can be motivated by considering other losses and the associated
risk of an optimal classifier [137][172]. Optimizing divergences of high
dimensional distributions is challenging. Nevertheless, approximations
optimized by generative adversarial networks (GANs) have proven useful
in practice [65][138].

Weighted combinations of distortions and adversarial losses have
produced very promising results in neural compression and related
image reconstruction tasks [105][152][161][3][127],

supD∈D LD(f, g) + βLρ(f, g), (3.39)

where D is a discriminator network (adversary), and (f, g) are a pair of
encoder and decoder networks introduced in Section 3.2.1. To give a
simple example, we might choose

LD(f, g) := E[logD(X) + log(1 −D(g([[f(X)]], ϵ)))], (3.40)
Lρ(f, g) := E[||Φ(X) − Φ(g([[f(X)]], ϵ))||2]. (3.41)

The feature representation Φ is typically a combination of pixels and
VGG feature activations. [[·]] is a quantizer mapping the output of the
encoder to a discrete number of values. In addition to the encoder’s out-
puts, the decoder receives independent noise ϵ as input. It can be shown
that LD(f, g) lower-bounds the Jensen-Shannon divergence between
the data distribution and the marginal distribution of reconstructions
[65]. Similar losses can be used to target other divergences [138]. For
example, Agustsson et al. [3] used an LSGAN loss which targets a
χ2-divergence [121] and were able to train autoencoders achieving much
more detailed reconstructions at extremely low bit-rates than advanced
classical codecs.

Divergences are not just used for training but also for evaluating
neural compression results. In particular, the Frechet inception distance
(FID) [78] measures the squared Wasserstein-2 distance between the
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data and reconstructions in the feature space of the inception-v3 net-
work [177], approximating both distributions as multivariate Gaussian.
Both FID and NIQE (Section 3.5.3) measure the distance between two
Gaussian distributions. However, while NIQE estimates the distribution
of features within a single image, FID measures the distribution of
features across many different images.

3.5.5 Perception-distortion trade-off

An important question for neural compression is whether divergences
are needed at all. Could we achieve the same results with just a dis-
tortion? Optimizing MSE, SSIM and even neural-network-based losses
tend to produce artefacts but perhaps these will disappear as perceptual
distortions improve. A strong counterargument to this hope was given
by Blau & Michaeli [25]. They showed that any distortion is going to
produce artefacts for some data unless the compressed representation
allows us to reproduce the inputs perfectly. That is, for any lossy codec,
the optimal reconstruction X̂ of X optimized for the expectation of a
given distortion will not preserve the data distribution [25, Theorem 1].
Note that this limitation does not apply if we are allowed to optimize di-
vergences since then we can achieve perfect realism by requiring that all
admissible decoders produce reconstructions such that d[pX̂, pX] = 0 for
some divergence d, at least in theory. Blau & Michaeli [25] also showed
that the achievable divergence can only increase when we demand lower
levels of distortion. This makes sense, as the set of available decoders
shrinks as we impose stronger constraints on them. Counterintuitively,
however, this means that minimizing distortion can have the effect of
reducing the realism of reconstructions. Blau & Michaeli [25] called this
the perception-distortion trade-off, that is, a small distortion limits the
achievable realism and a low divergence (high realism) limits the achiev-
able distortion. However, the amount of tension between distortions
and divergences depends on their particular choices [50] [105] [25].
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3.6 Task-oriented compression

An increasing amount of data, such as climate data or satellite images,
require efficient storage and transmission, and will only ever be “seen”
by algorithms and machines that process them [53]. For such data, the
“perceptual” quality of the reconstructions is irrelevant; rather, we only
wish to preserve our performance on certain downstream tasks, when
we use a compressed representation instead of the original data. By
performing downstream tasks directly on the compressed representation,
and instead of a reconstruction in the data space, we can potentially
achieve savings both in the bit-rate [167][53] as well as computational
requirements of the system [190][123].

We may formalize task-oriented compression as follows. Suppose
we are provided (X,Y) pairs from some joint distribution, where X
needs to be compressed and sent to the receiver as before, while Y is
available to both the sender and receiver, and has the interpretation
of a target or supervision signal for some task. A concrete example
could be semantic segmentation, where x is an image, and y contains
ground-truth semantic category labels for each pixel of x. Given a
sampled pair of data and target (x,y), a task-oriented compression
algorithm maps x to a representation z, either deterministically or
stochastically (in either case, z is another random variable constructed
from x). The transmission of z incurs some bit-rate loss R, as usual. The
decoder, having received z, performs some downstream computation and
evaluates performance given the target y, resulting in a task-oriented
distortion loss D. Task-oriented compression then aims to to minimize a
combination of the rate and task-oriented distortion losses, with different
methods making different choices of R and D.

Arguably the earliest example is the Information Bottleneck principle
[187]. Here the rate loss is given by the mutual information R = I[X,Z]
as in the rate-distortion function (Section 3.1), while the distortion is
chosen to be a negative mutual information D = −I[Z,Y]. The general
idea is to encourage Z to become a minimal sufficient statistic of X for
predicting Y [7].

Practical examples of task-oriented compression usually require Z to
be discrete, so it can be compressed with the neural lossy compression
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approaches described in Section 3.2. The rate loss is thus measured
by the Shannon entropy, R = H[Z], and the distortion is based on a
concrete task, instead of an information-theoretic one as in the Infor-
mation Bottleneck. Often, the decoder further computes a prediction ŷ
given z, e.g., by passing z through a neural network. The task distortion
may be a conditional cross-entropy, D = H[Y, Ŷ|Z], for a classification
task7, or a squared error loss, D = E[∥Y − Ŷ∥2] = E[∥Y − g(Z)∥2],
for a regression task. Singh et al. [167] considered the classification
setting, where Z is a (often high-dimensional) feature tensor produced
by the penultimate layer of a deep CNN. They optimized for the bit-rate
and classification accuracy by training end-to-end on the Lagrangian
objective R +λD, using the same additive uniform noise approximation
as in [12] (discussed in Section 3.3.3). Matsubara et al. [123] adopted
a similar end-to-end approach, but Z is chosen to be computed by
an earlier layer of a neural network, due to a limited computational
budget of the sender (e.g., an edge device sending a photo to a cloud
server). Dubois et al. [53] extended the task-oriented compression setup
to consider multiple downstream tasks, aiming to learn a compressed
representation that ensures good performance on a variety of tasks. A
challenge is that we rarely know in advance all the downstream tasks
of future interest, at compression time. They address this by focusing
on tasks that are invariant under user-defined transformations to the
input data x, such as image classification under random translation or
cropping.

3.7 Video compression

While deep generative modeling has impacted image compression early
on [70], its application to video compression began more recently (circa
2018) due to the additional complexity in modeling videos as well as
the increased computational complexity.

7Let pZY denote the joint distribution of Z and Y, and suppose the decoder
makes a probabilistic classification ŷ ∼ qŶ|Z=z for any given z. The task loss for
maximizing the likelihood of Y given Z is then D = E(z,y)∼pZY [− log qŶ|Z(y|z)] =
Ez∼pZ [H[pY|Z=z, qŶ|Z=z]] =: H[Y, Ŷ|Z], where H[·, ·] denotes (unconditional) cross
entropy (defined in Eq. 2.3).
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A typical video codec consists of two steps: motion compensation and
residual compression. The idea behind motion compensation is to predict
the next frame in a video based on previous frames. Traditionally, motion
compensation relied on block motion estimation (i.e., matching entire
patches in videos and memorizing compressed displacement vectors). By
contrast, neural approaches typically directly predict the displacement
fields of pixels between adjacent frames. If the predicted displacement
field is “simple”, e.g., sparse, it can be efficiently compressed. Since
certain aspects in a video can not easily be predicted, the (typically
sparse) residual is separately compressed using image compression
models (classical or neural).

Recently proposed neural video codecs differ in design choices of
the predictive model (e.g., stochastic vs deterministic) and the residual
compression scheme (e.g., compression in latent space vs. pixel space).
Another fundamental design choice is to either consider the low-latency
setup in which a video has to be encoded and decoded on a frame-by-
frame level, or the offline setup, in which case the video is encoded as a
whole (using knowledge of future frames). For example, the offline setup
may be adequate for video streaming services, while the online setup
may be more suitable for video conferencing. Another line of research
investigates hybridizing classical and neural codecs [117].

One of the earliest approaches to joint prediction and residual
compression based on convolutional architectures was [33], which still
used a traditional block-based motion estimation approach. For offline
compression, [203][48] formulated the video compression problem as
a frame interpolation problem. Here, a subset of “key frames” are
compressed as images, and the intermediate frames reconstructed based
on video interpolation techniques.

Most neural compression approaches currently focus on the low-
latency (online) setup [74][115][4][64][206][116]. These approaches can
be interpreted as autoregressive generative models for frame sequences
[208]. Han et al. [74] and Habibian et al. [73] first adapted the neural
image compression framework of Ballé et al. [12] to video data, framing
it in a latent variable modeling context. While Han et al. [74] proposed
to encode the frame sequence using the predictive next-frame distri-
bution of a stochastic recurrent neural network (eliminating the need
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to separately compress residuals) and adding a global latent variable
that played a similar role as a key frame in traditional compression,
Habibian et al. [73] used 3D convolutions and explored structured priors
such as PixelCNNs [141] for lower bit-rates at the expense of increased
runtime.

In subsequent work, the separation of motion estimation and residual
compression dominated and led to improvements over classical video
codecs such as HEVC. Lu et al. [115] adopted a hybrid architecture that
combined a pre-trained Flownet [51] and residual compression. Rippel et
al. [153] proposed a motion estimation approach with long-term memory
and adaptive rate control.

Another noteworthy innovation is scale-space flows. Agustsson et al.
[4] used learned optical flows and warping to predict the next frame in
sequence, however, it does so by adding a “scale” dimension to the optical
flow field. This dimension allows the model to adaptively blur the source
based on how well the next frame is predicted. A general framework for
low-latency video compression was recently introduced by Yang et al.
[208]. The paper also showed that the frame reconstruction for models
such as those of Agustsson et al. [4] could be improved by introducing
a scale parameter that mediates between the autoregressive prediction
and the compressed residual (in a similar way as how RealNVP improves
over NICE [46][47]), as well as by using non-factorized priors.

The components of neural video compression models are often
strongly inspired by classical codecs, in particular those dealing with
motion compensation. While this allows neural models to approximate
the performance of their classical counterparts, it also introduces com-
plexity and can limit their flexibility. Recent work was able to achieve
state-of-the-art results using a greatly simplified approach dubbed the
video compression transformer (VCT) [126]. Here, individual frames
are independently transformed by encoder and decoder transforms but
the latent representations are jointly encoded with a powerful entropy
model based on transformers [198].



4
Discussion and Open Problems

Neural compression is a rapidly growing field and has made significant
strides in both lossless and lossy compression. While neural approaches
to image compression barely beat JPEG 2000 in 2016 [184][12], they
already outperformed the best known handcrafted codecs in 2018 [220].
And in the Challenge on Learned Image Compression1 of 2021, classical
codecs did not even make it into the top 10. Similarly, the leading
codec in the Large Text Compression Benchmark relied solely on neural
networks to predict text [16].

Nevertheless, many practical and theoretical and challenges remain.
Chief among them is computational complexity, which stands in the way
of the wider adoption of neural compression. Computational feasibility
is also a critical factor in the application of neural networks to new
data modalities, such as point clouds and VR content. There are also
many open problems in neural lossy compression in particular, such
as the design of loss functions and evaluation criteria, more efficient
compression without quantization, and ways to mitigate the risk of
miscommunication.

1http://compression.cc/
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A major roadblock for both neural lossless and lossy compression is
high computational complexity. While neural-network-based approaches
offer remarkable compression performance, they demand significantly
higher computation than traditional codecs, and have so far mostly been
developed in high-performance computing environments with GPUs.
However, real-world applications, such as video streaming on mobile
devices, come with stringent requirements on latency, power consump-
tion, hardware compatibility, etc., at a much lower computation budget.
Neural compression methods will need to meet these requirements, and
still deliver significant improvements over traditional methods, for them
to be widely adopted [133][135].

New challenges arise from applying neural compression, or deep
learning in general, to new types of data. Often, finding an effective
digital representation of the data that meets application requirements
is an art in itself, such as complex 3D scenes that need to be rendered
from arbitrary viewing angles [129][212][136]. The next, and often highly
related question, is how to best process and ultimately compress such
data with neural networks, e.g., in the non-linear transform coding
paradigm. For example, point clouds can be compressed using vox-
elization followed by non-linear transform coding [147][72], but a naive
implementation using a 3D convolutional autoencoder can quickly run
out of memory, and care is needed to apply neural networks strate-
gically [72][148]. In the case of image data, these basic issues around
representation and neural architectures have been well addressed prior
to the current wave of research in neural image compression: modern
computers have long been able to efficiently represent and manipulate
digital images as matrices, and the machine learning community have
converged to convolution neural networks as the default architecture for
image processing. For many emerging data types, these issues have yet
to be fully resolved, and the solutions may involve substantial domain
knowledge and well-designed data structures [212][136]. We refer inter-
ested readers to the survey by Quach et al. [146] for a more in-depth
discussion of these challenges in the context of point cloud compression.

Many open questions also remain in the design of objective functions
in lossy compression. For example, it is poorly understood to which
extent divergences and adversarial approaches are needed for realism, or
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whether realism could also be achieved through well-crafted distortions
and no-reference metrics. Adversarial losses also continue to pose chal-
lenges for tuning and optimization and no loss has yet emerged which
can be trusted to reliably judge the perceptual quality of reconstructions
in training and evaluation. On a related note, it remains to be seen
how well neural networks can optimize various compression objectives
compared to theoretical performance limits [211][199], and to better
understand the cause of suboptimality.

The use of quantization continues to cause a mismatch between
training and test time performance, and how much this affects compres-
sion performance is still not clearly understood. Reverse channel coding
is a promising alternative which eliminates the need for quantization,
but has only recently been considered in neural compression [186]. Open
questions include the design of efficient coding schemes and the impact
these schemes have on performance when compared to approaches based
on quantization.

With the advances in neural lossy compression also emerges the risk
of miscommunication, especially in semantically constrained domains.
The reconstructions from neural lossy compression models, especially
those targeting realism [152][3][127][185], can appear highly realistic
at extremely low bit-rates, yet misrepresent the semantic content or
other “relevant” information in the original data. The reconstructions
might also be stochastically generated, and differ across different users
and times of access. These effects raise safety and ethics concerns
where such miscommunication can have severe consequences, e.g., in the
transmission of security camera videos. Besides building safeguards into
our methods, addressing these concerns may also require re-examining
our choice of objective functions, for example, the distortion function
and its effectiveness at capturing what is truly “relevant” to the end
user of lossy compression.
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