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Chabazite supported Cu is a promising catalyst platform for implementing a NHs/urea-based Selective
Catalytic Reduction (SCR) system to remove hazardous NO, gases from lean-burn engine exhaust.
Whereas in-depth spectroscopic and other studies have attempted to identify key features of the catalytic
cycle previously, a deep understanding of the SCR mechanism amenable to systematic improvement of
catalyst performance remains elusive. For example, neither the precise Cu coordination geometry at

IS@{W",MS:C Iic Reducti the active site nor the substrate binding affinities to the catalytic center are known. To establish a more
Zioel?:éve atalytic Reduction rational approach to catalyst optimization based on the thermodynamics and kinetics of the key steps of
DRIFT the underlying NO,-transformations we developed a quantum chemical model and benchmarked it to

DFT match vibrational data from Diffuse Reflectance Infrared Fourier Transform spectroscopy resulting in
plausible assignments of each observable intermediate to specific oxidation states of Cu and NO-binding
properties. Among these intermediates, we identified the structure of a lattice supported NO* cation spe-
cies, expected to be reactive towards NH3, corresponding to a high frequency IR-absorption at 2170 cm™".
This approach enables a more precise assignment of the experimental vibrational data to key intermedi-
ates potentially involved in the catalytic cycle in order to develop a micromechanistic proposal for the

catalysis that is chemically meaningful and is logically consistent.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

NHs/urea driven Selective Catalytic Reduction (SCR) is a leading
technology for eliminating hazardous NO, gases (NO + NO;) in
lean-burn engine exhaust [1-4]. Under standard SCR conditions
NO is reduced by ammonia in the presence of excess amounts of
0, to give N, and water vapor, i.e. 4NO + 4NH3 + O, — 4N, + 6H,0.
To promote the necessary coupling between NO and NH; and
consume unused NH; a catalytic platform is required [5].
Currently, the most widely used SCR catalyst systems can be
divided in two major categories: metal oxides, represented for
example by V,05 [6-9], and zeolite supported transition metals
[10-13]. The latter show a wider operation temperature window
and higher NO, conversion efficiency at low temperatures [14].
The most promising among the zeolite/metal systems is the
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chabazite (CHA) supported Cu catalyst, specifically Cu-SSZ-13,
which was patented by BASF several years ago [15]. A series of
studies have been conducted recently using both experimental
[16-25] and computational [26-31] techniques to shed light on
the inner workings of Cu-SSZ-13, and it is now accepted that the
active site is a single Cu atom hosted by a six-membered ring of
the double six-membered ring (d6R) building unit in the SSZ-13
zeolite [32]. Although previous computer models have successfully
reproduced the coordination number and bond lengths [29-31] of
Cu-SSZ-13 that was determined experimentally by EXAFS [16], no
consensus mechanism has emerged for the SCR reaction promoted
by Cu-SSZ-13. This lack of fundamental understanding of how the
NO reduction is catalyzed frustrating and makes it difficult to
devise rational design and optimization strategies for new high-
performance catalysts.

Among the desired improvements in the next generation cata-
lysts, the most urgently needed is significantly enhanced low tem-
perature reactivity at 150-200°C [33]. Since there is no
understanding of the SCR reaction mechanism at an atomic detail,
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currently employed optimization schemes are neither rationally
conceived nor guided by a conceptual plan. Instead, empirical
and somewhat arbitrary explorations of catalyst discovery are con-
ducted that are both time-consuming and costly. For instance, it
was found that tuning the Cu content in Cu-SSZ-13 can lead to
higher performance of the catalytic system at low temperature,
but that enhancement came at the cost of losing the reactivity at
high temperature conditions [34] - the relationship between Cu-
content and chemical reactivity and high/low temperature condi-
tions is not well understood.

In order to develop new ideas and build a foundation for more
rational, mechanism-based strategies of catalyst optimization, we
must obtain a better understanding of the catalytic mechanism.
Specifically, we must: (1) strengthen the know-how about the ato-
mistic NO-binding and NO-processing properties of Cu-SSZ-13; (2)
identify the rate-determining step in the catalytic cycle to de-bot-
tleneck the low temperature performance on Cu-SSZ-13; (3) devise
logical catalyst design strategies that identify clear goals for cata-
lyst composition and, (4) formulate precise descriptions of all key
reaction steps in the SCR process promoted by Cu-SSZ-13. The
foundation for accomplishing these goals is a detailed, atomistic
level knowledge about the identity of the key intermediate species
involved in the catalysis.

Quantum chemical molecular modeling is an attractive method
of inquiry that can provide insights about the catalytic mechanism
at a sufficiently high resolution to answer some of the aforemen-
tioned questions [35]. Structures and energies of intermediates
and transition states encountered in the catalytic cycle can be com-
puted precisely and evaluated against alternative reaction tra-
jectories [36-38]. Recent advances in computational hardware
and software allow for constructing computer models that are
realistic in size and that are sufficiently sophisticated, such that
direct comparisons to experimental observations, such as
intermediate structures and vibrational frequencies, can be made
to benchmark and refine the computer model. In particular,
Density Functional Theory (DFT) [39,40] emerged as the method
of choice for complex reaction modeling studies. Previous experi-
mental work [16] based on EXAFS provided important details
about the coordination environment of Cu in Cu-SSZ-13. In this
work, we combine Diffuse Reflectance Infrared Fourier Transform
spectroscopic (DRIFTs) [41-43] data and quantum chemical
molecular modeling studies. Vibrational spectra of intermediate
species formed by NO binding to the Cu sites in Cu-SSZ-13 and
undergoing reductions are acquired and analyzed. DFT-based
molecular models are employed to explicitly consider various
Cu-NO binding motifs and chemical transformations that may take
place. The characteristic Cu-NO vibrational frequencies from
DRIFTs measurements are used in addition to computed energies
and electronic structure patterns to correlate computed intermedi-
ate structures to experiments. In doing so, we are able to not only
assign and explain the changes in the vibrational spectra obtained
during the reaction of Cu-SSZ-13 with NO, but also construct
important portions of the catalytic cycle and rationally propose
intermediates that may or may not be observable experimentally.
This work constitutes the first step towards building the founda-
tion for a more detailed study that will construct a complete cat-
alytic reaction mechanism and identify the rate-determining step
with the specific aim to improve the low temperature SCR
performance.

2. Technical details
2.1. Experimental

Cu-SSZ-13 (SAR @ 25 and Cu% = 2.2%), with high crystallinity
and small amounts of CuO, has been chosen for the DRIFTs study.

NO adsorption measurements were taken on a Bio-Rad Excalibur
FTS 3000 IR spectrometer equipped with a MCT detector and a
Harrick high-temperature environmental chamber with ZnSe win-
dows. The samples were ground into fine powder and filled into
the sample cup. The sample powders were first dehydrated at
400 °C for 1 h in a flowing stream of Ar at a rate of 40 mL/min,
and then cooled down to 30 °C. A spectrum was taken for the sam-
ple prior to the adsorption of probe molecule (e.g., NO) as the back-
ground. 1% of NO in Ar was introduced into the chamber. The
spectra were sampled at NO exposure time of 0.5, 2, 5, 10, 15,
20, and 30 min. Differential spectra were obtained by subtracting
the background spectrum without NO adsorption from the spec-
trum saturated with NO. For NO adsorption on reduced samples,
the same sample was used in the NO adsorption test. The samples
were reduced by 3% of H, in Ar at 400 °C for 1 h and then cooled
down to 30 °C. The samples were purged by Ar at a flow rate of
40 mL/min for 10 min. A spectrum was taken for the sample prior
to probe molecule adsorption as the background. The NO adsorp-
tion process was repeated as described above.

2.2. Computational

Cluster model calculations were carried out using Density
Functional Theory [39,40] as implemented in the Jaguar 8.1 suite
of ab initio quantum chemistry programs [44]. Geometry
optimizations were performed at the PBE/6-31G** level of theory
[45,46] with copper represented by the Los Alamos LACVP basis
set [47,48], which includes relativistic effective core potentials.
More reliable single point energies were computed from the opti-
mized geometries using Dunning’s correlation-consistent triple-{
basis set, cc-pVTZ(-f) [49], where copper was represented using
a modified version of LACVP, designated as LACV3P with decon-
tracted exponents to match the effective core potential with a tri-
ple-{ quality basis. Vibrational frequency analysis was performed
at the PBE/6-31G** level of theory to derive zero point energy
and vibrational entropy corrections from unscaled frequencies.
To correlate computed vibrational frequencies with experiments,
scaling factors (0.961 for B3LYP and 0.989 for PBE) were used from
the Computational Chemistry Comparison and Benchmark
Database [50].

The energy components have been computed with the follow-
ing protocol. The free energy in gas phase G(gas) has been calcu-
lated as follows:

G(gas) = H(gas) — TS(gas) )
H(gas) = E(SCF) + ZPE )

AG(gas) = Z G(gas) for products — Z G(gas) for reactants  (3)

G(gas) is the free energy in gas phase; H(gas) is the enthalpy in
gas phase; T is the temperature (298 K); S(gas) is the entropy in gas
phase; E(SCF) is the self-consistent field energy, i.e. “raw” elec-
tronic energy as computed from the SCF procedure and ZPE is the
zero point energy.

To calculate the crystal models, the Vienna ab initio simulation
package (VASP) [51,52] was used. Kohn-Sham equations of DFT
were solved within a plane-wave basis set and using periodic
boundary conditions. The projector augmented wave (PAW)
method developed by Bléchl [53] and modified by Kresse and
Joubert [54] was used to represent the electron-ion interaction.
Calculations were performed with the PBE [45] functional and
use PAW potentials constructed using core wave-functions calcu-
lated with the PBE functional. All calculations were performed in
a spin-polarized mode to accurately describe different spin-states
of the extra-framework cations and of paramagnetic adsorbates
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including NO. To accurately describe the oxygen orbitals and the
eigenstates of the extra-framework cations, a plane-wave energy
cutoff of 400 eV was used. During self-consistency iterations and
for the calculation of the Hellmann-Feynman forces acting on
the atoms Brillouin-zone sampling was restricted to the I'-point,
which is justifiable for the large unit cell size of chabazite [29].
Geometry optimizations at constant volume were performed using
a mixture of damped molecular dynamics, conjugate gradient, and
quasi-Newton algorithms as implemented in VASP, using analyti-
cal Hellmann-Feynman forces. The initial volume was determined
by allowing the cell shape and internal coordinates to relax
independently. Convergence was assumed when the forces on
the atoms were smaller than 0.05 eV A~

Coupled-cluster calculations for the overall thermodynamics of
the catalytic cycle with singles, doubles, and perturbative triples
(CCSD(T)) [55] were performed using the ORCA quantum chem-
istry package [56] and using Dunning’s correlation-consistent cc-
pVTZ and cc-pVQZ basis sets [49].

3. Results and discussions

Designing a chemical computer model that can deliver helpful
answers to specific questions requires that several important deci-
sions are made about the conceptual and technical details of the
model. Using periodic boundary conditions that will replicate a
small, explicitly treated molecular unit ad infinitum, we can
approximate the periodically repetitive nature of crystalline mate-
rials. Whereas such models are appropriate for studying bulk prop-
erties, so-called cluster models that contain the chemically most
relevant portion of the larger assembly as a molecular entity can
also provide important insight. In this work we use both modeling
approaches to construct a unified model and exploit the advan-
tages of each method while avoiding their known limitations.

3.1. Aluminate distribution

Before our computer models can be used to interpret the DRIFTs
experiments and investigate the mechanism of SCR, several pre-
liminary investigations were necessary to validate the com-
putational methodology and to propose precise structures of the
molecular species suspected to be present during the catalytic
cycle, for which experimental structures are not available. First,
we examined several potential structures of the Al-doped CHA-
zeolite [57] and determined the preferred Cu(I)/Cu(ll) binding
environment based on the computed energies from our periodic

solid state models to provide suitable starting geometries for the
following investigations. The SCR reaction between NO and NHj3
is thought to proceed through a redox mechanism that samples
Cu(I)/Cu(Il) [20,26]. Chabazite is an ideal platform for com-
putational modeling studies, as the 36 tetrahedral centers within
the unit-cell are symmetry equivalent. As illustrated in Fig. 1,
the unit cell of the chabazite can be envisioned to consist of two
connected constructs, each containing two silicate-based six-
membered rings that are stacked on top each other. One of the
six-membered rings on each sub-unit is decorated with 6 other
silicate units that will be used to connect to the neighboring cell.
Fig. 1 illustrates the 9 positions within the unit-cell of the zeolite
that we considered as potential substitution sites of the aluminum
dopant. We found that there is no meaningful energetic preference
for the 9 positions with the exception of position E, which gives a
slightly higher energy of ~3.5kcal mol~! than the other sub-
stitution sites.

Adding a second aluminum ion into the zeolite structure, five
possible isomers can be envisioned, as illustrated in Fig. 2. The
energies of these systems were determined using both a small
cluster (d6R unit) and the periodic crystal models. Interestingly,
the cluster model prefers structure 2Al-4, where one Al ion is
placed on each of the six-membered rings, as to maximize the sep-
aration of the two Al-substituted sites and minimize the electro-
static repulsion between the two formally negatively charged
AlO4-fragments. Our periodic crystal model estimates the energy
difference between the different structural isomers to be much
smaller, suggesting that within a solid where charges can be dissi-
pated over a larger fragment of the crystal, the individual electro-
static interactions between the aluminate fragments are not as
distinctive as seen in a cluster model.

Electrostatic interactions play an important role in determining
where the copper ion is located. Fig. 3 summarizes five different
positions for Cu(I) that were tested in our computer simulations.
Our periodic crystal model predicts that structure AICu(I)-1, where
the copper cation is placed at the center of the 6-membered ring
that contains the Al ion is most favorable energetically.
Experimental results have also previously shown that the center
of a 6-membered ring is the most favorable binding position for
the Cu ion [16,17,58]. Although, a recent study by Peden and co-
workers has shown that 8-membered rings may also potentially
be active for the SCR of NO with NH3 [59]. Placing the Cu(I) ion
at the corresponding central position of the second six-membered
ring that does not contain the Al-ion gives rise to structure AlCu(I)-
2, which is 13.5 kcal mol~! higher in energy than AlCu(I)-1. The

Al Position A B C

D E F G H |

Erelative (kcal m0|_1)

0.00 029 019 052 346 0.16 062 0.25 0.51

Fig. 1. Selected positions for 1-Al substitution within the repeating cell of CHA and relative energies estimated by periodic crystal model.
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SHGRORORS,

2AlI-1  2Al-2

2Al-3

2Al-4  2Al-5

Al Position 2Al1-1 2Al-2 2Al-3 2Al-4 2Al-5
E eciative (Cluster) 1.68 5.99 6.15 0.00 3.02
E/elative (Crystal) 0.00 2.18 0.94 2.31 3.15

Fig. 2. Possible configurations for 2-Al substitution in CHA framework and relative energies in kcal mol~! (solid circle represents the Al on top six-member ring and open

circle stands for the Al on the bottom six-member ring of the d6R unit).

Cu denoted by: &

LD s

&

AlCu(l)-1  AlCu(l)-2  AlCu(l)-3  AlCu(l)-4 AlCu(l)-5
Al-Cu Config AlICu(l)-1 AlCu(l)-2 AlICu(l)-3 AlCu(l)-4 AICu(l)-5
Erelative(cluster) 0.00 12.04 —>AICu(l)-1 31.20 34.80
E elative(crystal) 0.00 13.53 —>AICu(l)-1 15.58 —>AICu(l)-1

Fig. 3. Possible Cu(I) binding sites evaluated using the periodic crystal model. Relative energies are given in kcal mol~".

putative copper binding modes AlCu(I)-3 and AlCu(I)-5 are not
proper, as they do not represent local minima on the potential
energy surface.Cu(l) ions placed in these positions move during
geometry optimization to converge to structure AlCu(I)-1.
Whereas it is plausible that AICu(I)-1 is the lowest energy geome-
try, as it allows for the negative partial charge of the [AlO4]™ frag-
ment to interact favorably with the positive partial charge of the
Cu(I) cation, it is interesting that the energies of the other isomers
are within ~15 kcal mol~!. This modest energy difference suggests
that from a thermodynamic standpoint, Cu(I) may display a much
higher mobility within the zeolite framework than anticipated. The
relatively high operational temperature of the Cu-SSZ-13 system
makes this point particularly relevant.

The relative energies of Cu(Il)-binding show similar trends to
those of Cu(I)-binding - the absolute energies are intuitively much
larger due to the increased electrostatic attraction between the
dicationic copper center and the zeolite framework. The computed
energies are summarized in Fig. 4. Cu(Il) prefers to stay within the
six-member ring that contains the aluminate dopant and AlCu(II)-
1 is the energetically preferred geometry. Structure AlCu(Il)-3,
where the Cu(Il) ion is placed in the spatial center of the bicyclic
unit, is again not a minimum and the geometry converges to the
AICu(I)-1 structure. Compared to this lowest energy structure,
the other possible minima are ~35 kcal mol~! higher in energy,
suggesting that these isomers should be out of reach even at ele-
vated temperatures.

Scenarios of Cu(Il) supported by CHA carrying two aluminate-
substituents are also explored, as a typical Si/Al ratio of 15 found
in CHA suggests that there should be an average of two Al atoms
per unit cell [57]. The Al atoms are positioned diagonally within

the same six-member rings to minimize the electrostatic repulsion.
The five possible Cu(II) locations are shown in Fig. 5. The most pre-
ferred configuration was identified again as Al,Cu(Il)-1, where
Cu(lII) is positioned at the center of the six-member ring. As seen
for the Cu(I) binding, structure Al,Cu(II)-3 is not a valid minimum
and converges to structure Al,Cu(II)-1.

Fig. 6 compares the optimized structures of the most preferred
binding sites for Cu(I)/Cu(Il) with optional Al support sites. In gen-
eral, without the rigid framework imposed by the zeolite, cluster
model tends to produce more compact structures with higher
coordination numbers around Cu. The cluster models give familiar
trigonal planar coordination geometries for the Cu(l) center,
whereas the periodic crystal models predict slightly distorted
geometries. The Cu(ll) models both give distorted square planar
geometries with Cu forming shorter bonds to the framework oxy-
gen atoms bound to aluminum.

3.2. DRIFTs of Cu-SSZ-13

Fig. 7a shows the NO-stretching regions of the IR-absorption
spectra collected at different NO exposure times on dehydrated
Cu-SSZ-13 in Ar. At t = 0.5 min (black line in Fig. 7), the dominating
feature is a relatively sharp band at 1810 cm™!, which is assigned
to the N-O stretching mode of a Cu(I)-NO species. Upon increasing
the NO exposure time, the 1810 cm™! band decreases quickly
within the first 10 min. Interestingly, there appears to be a tran-
siently enriched species X1 with a vibrational mode at
1946 cm ™! that rises in population in the first 10 min and vanishes,
as new bands associated with the NO-reduction products appear.
The higher frequency N-O stretching mode indicates that the
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Cu denoted by: ®

a —

AlCu(ll)-1  AlCu(ll)-2  AlCu(ll)-3  AlCu(ll)-4  AlCu(ll)-5

Al-Cu(ll) Config | AICu(ll)-1 AICu(ll)-2 AICu(ll)-3  AICu(ll)-4  AICu(ll)-5
Eretative (Cluster) 0.00 36.34  —AICu(ll)-1  33.85 55.04
Eretative (Crystal) 0.00 2291  SAICu(l)-1  26.51 32.45

Fig. 4. Possible Cu(ll) binding locations (with 1-Al support) and relative energies estimated by cluster model in kcal mol~". All structures were modeled as cations.

Cu denoted by: @

Al ® Al Al Al Al Al Al Al Al Al
J— [©) -
® ®
ALCu(ll)-1  ALCu(ll)-2  ALCu(l)-3  ALCu(l)-4  Al,Cu(ll)-5

2AI-Cu(ll) Config

Eelative (Crystal)
Eclative (CIUSte r)

Al,Cu(ll)-1
0.00
0.00

AlL,Cu(ll)-2 Al,Cu(ll)-3  Al,Cu(ll)-4
4077  —>AICu(ll)-1  46.61
51.84  —AICu(ll)-1  55.58

AlL,Cu(ll)-5
46.39
77.35

Fig. 5. Possible Cu(ll) binding locations (with 2-Al support) and relative energies estimated in kcal mol .

Crystal-Model

Fig. 6. Optimized structures of cluster and crystal models of AlCu(I)-1, AlCu(II)-1, Al,Cu(II)-1.

copper center in X1 must be of higher oxidation state than Cu(I),

suggesting possibly a Cu(II)-NO motif. Among the IR-modes asso-
ciated with species that exist after the NO-reduction reaction is
complete, there is a peak at 1905/1890 cm™! that grows in within

the first 10 min and remains visible consistently throughout the
experiment. This spectroscopic feature appears to be associated
with a different species than X1, but may also contain a
Cu(II)-NO fragment, judging from the frequency. Thus, this final
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Kinetic NO DRIFTs of Cu-SSZ-13 (Dehydrated)

(a)

NO” NO,
(2170) (1610,1628,1576)

s ] X2
£ \ (1905,1890) j\ 0.28

| (1508)
-

(1810)
2200 2000 1800 1600 1400
Wavenumber (cm™)

Kinetic NO DRIFTs of Cu-SSZ-13 (H, Reduced)

(b)

NO'
i 2 :
7\ (1905,1890) NO,
A (1610,1628,1576) 3
/ \ M ]
\ \ <
=
x

/

) W\
/U as06)

(1810)

22b0 20‘00 1800 16b0 14b0
Wavenumber (cm™)

Fig. 7. Kinetic DRIFTs of NO reduction with Cu-SSZ-13 (a: dehydrated; b: H; reduced).

NO-bound species that we labeled X2 must be structurally differ-
ent from the fleeting intermediate associated with the 1946 cm™!
mode - it is not clear what this difference may be (vide infra).
The broad features in the region of 1500-1600 cm™~! that appear
after 10 min of NO exposure are assigned to be adsorbed surface
nitrates (NOs™), identifying NOs~ as an immediate product at
t=5min. Perhaps the most dominating feature in this series of
time resolved IR-spectra is the appearance of a broad and intense
stretching band at ~2170 cm™!, which grows into the spectrum
and appears to reach saturation levels after t =10 min. At such a
high frequency, there are not many M-NO species imaginable (vide
infra) - the NO* cation displays a N-O stretching frequency of
~2300 cm™~! and we consequently assign this broad feature to a
weakly adsorbed NO* species within the zeolite framework. H,
reduced Cu-SSZ-13 shows a similar dynamic pattern in the kinetic
DRIFTs experiment ( Fig. 7b), except that the amount of the tran-
sient X1 species at 1946 cm~! is significantly reduced, further
inferring that Cu in a high oxidation state, e.g. Cu(Il), is involved.
Based on the above described synchronized dynamic behavior
of different Cu species, it is reasonable to assume that Cu(I) formed
by self-reduction of Cu(Il) at the preferred zeolite location binds
NO and undergoes a series of chemical reactions to generate higher
oxidation state copper centers, possibly Cu(Il). The final products of
this trapped portion of the catalytic cycle are NO* and nitrate.
Whereas this insight is helpful, as it directly identifies the species
present during the NO reduction process, it is impossible to attri-
bute the observed vibrational frequencies to the identity and struc-
ture of an intermediate in a precise manner. Thus, we carried out
quantum chemical studies to augment these spectroscopic results
with the following aims: (1) derive a precise structural representa-
tion of each assigned intermediate seen in the DRIFTs experiment,
(2) identify where the redox chemistry occurs on the Cu center, i.e.
examine the electronic structure of each intermediate to assign the
oxidation states of the copper site, (3) identify the role of NO dur-
ing the sequence of reaction; (4) characterize the final NO* pro-
duct, which will be highly reactive towards NH; and continue
the catalytic cycle if NH3 were present. These questions are extre-
mely challenging, if not impossible to answer precisely with cur-
rently available experimental methods. We can use the observed
vibrational frequencies as benchmarks for our quantum chemical
calculations, however, to produce such detailed information. We
can explore numerous Cu-NO binding motifs and calculate the
vibrational frequencies to relate our computations to the DRIFTs
data. Previously, Peden and co-workers suggested that Cu may
bind within an 8-membered ring of the zeolite framework and
compared vibrational frequencies from IR spectroscopy with DFT
calculations. They achieved good matches with several of the
observed intermediates, but their computational models did not

give any results that resembled the experimentally observed NO*
stretching frequency at ~2170 cm™! [60].

Currently available computational methods, such as Density
Functional Theory (DFT), are quite robust and are widely used to
compute molecular structures and reaction energies. NO is an
interesting substrate as it can adopt three fundamentally different
modes of binding when interacting with a Cu(Il) atom: (i) The sim-
plest binding mode is realized when the NO acts as a “normal”
Lewis-base ligand using one of its doubly-occupied lone pair orbi-
tals on nitrogen and forms a dative bond with the Lewis-acidic
metal center, where no redox reaction takes place. The formal oxi-
dation state of the metal center does not change, thus affording a
Cu(I)-NO fragment where the radical character across the [NO]
fragment is maintained. (ii) A second possible and common bind-
ing mode involves the transfer of an electron from the metal center
to the NO-fragment to formally afford a [NO]~ ligand that is bound
to a metal center, thus yielding a Cu(III)-[NO]~ fragment that has
no radical character whatsoever. This binding mode results in a
bent coordination geometry, where the M-N-0O angle deviates sig-
nificantly from 180¢. (iii) Lastly, NO may bind reductively by trans-
ferring an electron to the metal site to e.g. form Cu(I)-[NO]", where
the oxidation state of the metal is decreased and the M-N-O angle
becomes 180°. Whereas quantum chemical methods are capable of
reproducing all three binding modes reliably, allowing for predict-
ing and understanding which binding mode will be preferred [61],
there is currently no intuitive way of predicting which binding
mode will be adopted without carrying out the calculation explic-
itly. Clearly, the redox-potential of the copper center that is in turn
governed by the specific ligand environment at any given structure
will play a pivotal role in determining whether the NO-ligand
bound to it is formally neutral, cationic or anionic, but there are
other factors, such as the coordination geometry of the copper cen-
ter and/or which alternative ligands are available, that will play an
equally important role. As the oxidation state of the NO molecule
has a decisive impact on its reactivity e.g. towards ammonia and
other equivalents of NO, it is important that we understand which
electronic structure is adopted in each of the intermediates and our
computer models are well-prepared to provide answers to this
complex question, as will be highlighted below.

Calculating harmonic vibrational frequencies from quantum
chemical models can be considered routine [62,63]. However,
studies where the vibrational frequencies derived from IR-spectra
and computations are compared systematically to identify the sur-
face-bound intermediates of a complex reaction are rare [64-68].
Thus, to first identify which computational methodology should
be used, we have carried out several benchmark calculations -
within the DFT framework, the most important decision to be
made relates to the exchange-correlation functional, which has a
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profound influence on the reliability of the computed results [69-
71]. Among the many that we have sampled, results using two
popular functionals, namely B3LYP [72-75] and PBE [45], are com-
pared in Table 1. Both functionals produce reasonable results with
the RMSD of the computed versus experimental frequencies being
41 and 27 cm™ !, respectively. PBE gives a slightly better match
with the experimental frequencies: For example, free NO is calcu-
lated to have a N-O stretching frequency of 1882 cm~! with PBE, in
excellent agreement with the experimental value of 1876 cm™!
[40], whereas 1920 cm™! is obtained with B3LYP. A similar trend
is observed for various small molecule systems enumerated in
Table 1, suggesting that the PBE results are most convenient for
our work. Note that while better correlation with experimental
values seen for the PBE functional is undeniable, the differences
between the two functionals are small considering that the
RMSD difference of 14 cm~! only corresponds to energy differences
of 0.04 kcal mol~!. Thus, this slightly different performance should
not be over-interpreted. To compare the performance of our com-
puter models when the transition metals are included, we consid-
ered an additional model compound: The structurally well-
characterized mononuclear copper nitrosyl complexes [76] shown
in Fig. 8 display distinctive NO frequencies, which are again well
reproduced by the PBE functional with a deviation of no more than
31 cm™!, whereas B3LYP shows a slightly larger discrepancy.

In this work, we focus on the early portion of the SCR process,
which involves the consumption of six molecules of NO. In the cat-
alytic reaction, the chemical driving force is provided by two
equivalents of ammonia to produce three molecules of N,O and
H,O0, in addition to one N,, as summarized in Scheme 1. In the

Table 1
Computed vibrational frequencies vs. experimental values in cm™1.
Exp. B3LYP PBE
Calculated A Calculated A
NO 1876 [40] 1920 44 1882 6
NO* 2345 [40] 2386 41 2330 -15
NO 1363 [40] 1408 45 1388 25
NO3 1356 [41] 1417 61 1398 42
NO3 1284 [42] 1322 38 1288 4
1242 [41] 1288 46 1228 -14
776 [42] 756 -20 743 -33
N,0 2224 [43] 2280 56 2277 53
1285 [43] 1292 7 1301 16
589 [43] 577 -12 578 -11
RMSD 41 27

;
R, I
/B,,, '
& \ Tp® (R = £-Bu, R’ = H)
=n_ | Tp™" (R =R = Ph)
Y
d .
X
I
N
Il
o
Structure Experiment B3LYP PBE
Tpt® 1712 1798 1743
Tp™? 1720 1807 1744

Fig. 8. Experimental [76] vs. computed vibrational frequencies of Cu nitrosyl in
-1
cm™ .

DRIFTs experiment described above, the lack of ammonia inter-
rupts the catalytic conversion and various reactive intermediates
are trapped in a stoichiometric fashion. Before the Cu-assisted
SCR reactions are explored, it is helpful to consider the uncatalyzed
energy and oxidation state changes that must occur. We assume
that sequential, multiple NO adsorptions can occur on the active
Cu site of Cu-CHA, which is a reasonable assumption given the
abundant NO flow in the DRIFTs experiment. A similar sequence
of multiple NO binding was previously observed on related Cu-
ZSM-5 systems [77-79]. A plausible scheme leading to the
intermediates formed at this early stage of the reaction is shown
in Scheme 1. Forming nitrous oxide (N,O) from two molecules
of NO is formally a two-electron reduction, as two N(+II) atoms
are formally converted to a (—I)N = N(+III) moiety, that is one N
undergoes a one-electron oxidation, whereas the other is reduced
formally by 3 electrons ( Scheme 14, in blue). To accomplish this
reaction in a stoichiometrically balanced fashion, one excess oxy-
gen atom must be released - in the catalytic process, this task is
likely accomplished by ammonia, but in absence thereof, another
equivalent of NO can serve as the oxygen-acceptor to form the
nitrite anion, where one electron must be supplied for example
by a Cu(I)-center, as shown in Scheme 1b. The nitrite anion can
be used to accept a second oxygen atom, forming the nitrate anion
and allowing two more NO equivalents to be reduced to nitrous
oxide. To maintain mass and electron balance for the reactions out-
lined in Scheme 1a and b, we must recruit an electron from oxidiz-
ing one equivalent of NO, producing NO" in the process, as outlined
in Scheme 1c. These three putative transformations provide a
conceptual framework for the Cu-mediated reactions that will be
discussed below. An energetically viable transformation of these
intermediate products with ammonia is shown in Scheme 1d.
The overall energy of these processes are calculated to be
—204.1 kcal mol~! - oxidation of two equivalents of ammonia pro-
vides more than enough energy to drive this reaction. These ener-
gies are computed using CCSD(T)/cc-pVQZ level of theory, which is
more accurate, but also much more expensive computationally. A
systematic comparison shows that the errors produced by the
cheaper DFT-methods that we use for the large simulations are
acceptable (see Supporting Information for details).

Our extensive computational explorations aimed at identifying
energetically viable pathways to obtaining the intermediates iden-
tified above suggest that the overall reaction should be divided into
two half-reactions: In the first half reaction, summarized in
Scheme 2, the zeolite-supported Cu(l) species 1 binds three NO
molecules to ultimately afford compound 4. By carefully analyzing
the electronic structure of the lowest energy geometry that we
obtained from our calculations at each stage of the reaction path-
way, we can assign formal oxidation states to both the NO and cop-
per fragments, which in turn allows for understanding the
energetics of each step in an intuitively comprehensible fashion:
The free energy of binding the first equivalent of NO to compound
1 is downhill by —10.7 kcal mol~'. A Mulliken spin density of 0.914
on the NO fragment in 2 indicates that this binding event is not
associated with a redox event and that the Cu(I) center simply acts
as a Lewis acid. We were able to locate an isomeric structure 2a,
where the copper center moves closer to the Al-substituted site,
which was 8.2 kcal mol~! higher in energy than 2. This structural
arrangement is the first of many illustrating the relatively high
mobility of the Cu-ion within the zeolite framework. To push the
reaction forward, compound 2 must bind a second equivalent of
NO to give 3. This step is only viable if the oxidation state of the
copper center changes to Cu(lll), that is unlike the first NO-binding,
this step represents an oxidative addition where one electron is
moved from the Cu(I) center to the incoming NO and another is
moved to the NO ligand that is already bound to copper, to form
a Cu(Ill)-[NO~ ], fragment. The Cu-N-0 bond angle is reduced from
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(a) +l -1l +l -l +l -1l +l -l -l +ll -Il
N.EO + N?O N.EO + N%O N=N=—O
- - I{I +II\III 6 [\Ij +I’I\|ll 6
N.EO + N.EO j —=N— T —=N—
0(0) o 0(0) —Ie
N E I LI
(b) NE& L’ -n/N: L’ \;\\j/ c
‘ . o o ||/
\+v II—Ie I Il
(d) N=0 —
a1/ —N—0
ol N=N=—=O
Total: AG(rxn) =-204.1 kcal/mol

oxidation of NH3 to N, (6e process) drives the reaction

! '

+l -l -1 +l

6 N=O + 2NH3 ——= 3N=N=O + N=N + 3 H0

| 4

6 N atoms of 6 NO's accept 6 e overall: Internally, there are
3 x 1-e oxidations N(+Il) — N(+IIl) and
3 x 3-e reductions N(+Il) — N(-I)

Scheme 1. Thermodynamics of the overall reaction.

Black numbers in round brackets are
experimentally observed IR frequencies
incm™.

Blue numbers in square brackets are
computed N-O stretching frequencies
incm™.

Gas phase Gibbs free energy
differences in kcal/mol are given in red.

Scheme 2. A proposed reaction scheme for first half reaction in DRIFTs experiment with estimated free energy change by PBE.

131°in 2 to an average of 121° in 3, consistent with reduction of
the nitrosyl ligands. Additionally, the electrostatic atomic charge
on Cu increases from 0.449 to 0.503. We propose that accessing
this Cu(Ill) manifold is important, as it transforms the Cu(I)-d'®
center that is incapable of binding more than one NO-ligand to a
Cu(Il)-d® center, which can bring together multiple NO equiva-
lents at a single center. Our calculations indicate that the step
2 — 3 is thermodynamically uphill by 10.5 kcal mol~". As the elec-
tronic structure distortion is significant for this process, we expect
that the barrier for this step will be significant, although we do not
expect it to be rate determining. Consequently, species 2 should

exhibit a finite life time and accumulate as a detectable intermedi-
ate in equilibrium with species 3. The N-O stretching frequencies
of these two intermediates were computed to be 1766 and
1812 cm ™!, respectively, which we assign to the IR-band detected
at 1810 cm™! upon exposing Cu-SSZ-13 to NO. Note that we had
tentatively assigned the 1810 cm™! mode to a Cu(I)-NO species,
simply based on the notion that a weakly bound NO should display
a vibrational mode in this region of the IR-spectrum.

Our calculations show that this expectation is well-founded and
furthermore suggest that the initial NO-binding may be more com-
plicated than anticipated in that species 3, which contains two
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formally anionic [NO] ligands bound to a Cu(Ill) center and dis-
plays N-O stretching frequencies that are very close to that of 2,
exists in equilibrium. Cu(Ill) dinitrosyls have previously been
observed with FTIR in Cu-ZSM-5 [80].

Compound 3 can bind an additional NO molecule to give com-
pound 4 or eliminate N,O to from a Cu(Il)-Oxyl complex 5 in an
energetically neutral process — either way leads immediately to
the formation of intermediate 6, the Cu(Il)-nitrito complex, which
is thermodynamically downhill by nearly 37 kcal mol~'. Thus, we
do not expect compounds 4 or 5 to be detectable. During the step
4 - 6, which is formally a reductive elimination, two of the NO
ligands are transformed into a single molecule of N,O and the third
NO moiety bound to Cu(Ill) in 4 serves as the oxygen-acceptor,
forming a nitrite (NO3) group. The oxidation state of N changes
from N(+II) to N(+III), thus providing one of the required two elec-
trons for the generation of N,O. The second electron comes from
the copper center - in a classical reductive elimination process,
the Cu(Ill) center becomes Cu(l), but because the copper center
provides the second electron for the reductive generation of N,O,
the copper center in 5 is formally in an oxidation state of (+II).
This first step of the catalysis can therefore be summarized as:

Il e ]

3 N.EO +_> N—/N—/O +

-+l j ©
/N:O AG(rxn) = -68.2 kcal/mol

(o}

Thermodynamically, this gas-phase reaction is downhill by
68.2 kcal mol~! (CCSD(T)/cc-pVQZ). To relate this energy to our pro-
posed catalytic cycle, we have to consider that the nitrite anion is
bound to the Cu(Il) center and the copper center has been oxidized.
Our calculations indicate that the reaction free energy of 1 — 6 is
—36.3 kcal mol~!, which is reasonable, given the thermodynamics
of the substrate transformations. Note, that this mechanism assigns
different roles to the three NO molecules: Two become substrates
that are converted to N,O, whereas one NO serves as the oxygen-
acceptor.

As shown in Scheme 3, the catalytic cycle proceeds by com-
pound 6 accepting two more NO molecules to form intermediate
8, where one (NO)™, one (NO) and one nitrito ligands are bound
to a Cu(Ill)-center. Intermediate 7 should be detectable, as the next
steps involve reactions that we expect to be associated with signifi-
cant reaction barriers. The most characteristic N-O stretching fre-
quency of the [NO,]Cu-NO moiety is calculated to be 1915 cm™!
and we propose that this species is what was labeled as X1 with
an experimental IR-stretching mode at 1946 cm™~!, which accumu-
lates as a fleeting intermediate within the first 10 min of adding
NO to zeolite supported Cu. As we had speculated, the copper in
this intermediate is in a higher oxidation state, but our calculations
are most consistent with a Cu(lll)-center rather than a Cu(ll)-cen-
ter. Intermediate 7 can readily form the second equivalent of the
N,O product according to:

4l +ll € RI—TT O\*L €]
2 N=0 + /N:o > N=N=—O + /N—O
0 o o

AG(rxn) = -40.3 kcal/mol

The nitrito ligand again serves as the oxygen-acceptor and accom-
modates the superfluous oxygen atom to become a nitrato ligand.
Unlike in the first cycle of the reaction, the nitrogen atom of the
nitrite is also the reducing agent and provides the two electrons
needed to form N,O from 2 NO molecules. This process may be
accomplished by intermediate 7 binding another NO molecule to

give the Cu(lll)-nitrito intermediate 8, which should immediately
liberate one equivalent of N,O and form the Cu(Il)-nitrato complex
9 with a reaction free energy of —39.3 kcal mol~!. Binding of the last
equivalent of NO (intermediate 10) followed by elimination of nitric
acid using a zeolite bound proton gives species 11, which has a N-O
stretching mode at 1920 cm~! and we assign this species to be com-
pound X2 associated with the IR-spectroscopic feature seen at the
1905/1890 cm~! in the later phase of the DRIFTs experiment.
Finally, the Cu(Ill)-NO fragment in 11 can rearrange at a moderate
thermodynamic cost of 3.3 kcal mol~! to afford the final product 12,
where the Cu(Ill) center was reduced to Cu(I) and NO* is formed by
placing the Cu(I) and NO™" cations on each of the two six-membered
rings of the aluminum-doped chabazite framework. By accessing a
Cu(IIl) center it is possible to reductively eliminate the NO ligand
to regenerate Cu(l) without involving a copper dimer [81]. The
complete thermodynamic profile for all of the transformations
using the cluster model described in Schemes 2 and 3 is shown
in Fig. 9 along with the optimized structure of the proposed NO*
intermediate 12.

The N-O vibrational frequency of species 12 is calculated to be
2159 cm~! and we suggest that intermediate 12 is the final pro-
duct complex that gives rise to the dominating IR-spectral feature
at 2170 cm~'. The computed geometry is shown in Fig. 9. This is
the first time that a detailed structure of the intermediate with
the observed IR stretching frequency at 2170 cm~! is proposed. A
weak electrostatic interaction between NO® and the Al-doped,
and thus, negatively polarized zeolite framework, holds the NO*
in place with the most positive end of the molecular cation facing
the Al-substituted edge of the six-membered ring structure. The
N-O bond length of 1.106 A is very close to the bond length of
1.085 A expected for free NO* in gas phase. The distance between
the NO-nitrogen and the nearest oxo of the zeolite is 2.050 A,
which is basically at the van der Waals contact distance. The dis-
tance between the NO-oxygen and the nearest oxo within the
six-membered zeolite ring is 2.573 and 2.829 A, as illustrated in
Fig. 9. This proposal is different from previously imagined struc-
tures for the NO* trapping intermediates. One proposal was that
NO™ may be trapped within a larger zeolite cage [27] - our calcula-
tions indicate that the electrostatic forces in the undoped chabazite
are too delocalized and consequently too weak to hold NO* in a
well-defined position without the additional negative charge that
is introduced by Al-doping. The additional aluminate site also
may help overcome the need to invoke copper oxide clusters in
order to oxidize NO. Despite significant efforts, we were unable
to locate a proper minimum that produced a vibrational frequency
matching the one experimentally observed. Another popular pro-
posal is that NO* may be compounded with either NO, or N0,
in the gas phase [82], which we have considered specifically in
our calculations. Fig. 10a shows the optimized structure of such
putative [NO*]-[NO3] adduct and its computed vibrational fre-
quencies. The interactions between the two molecular units are
quite strong, resulting in an elongated N-O bond of 1.149 A. The
vibrational frequency computed to be 1895 cm™!. Another plausi-
ble adduct, [NO*]-[N,0], was also considered, as shown in
Fig. 10b, and found to be not a likely candidate to explain the
experimentally observed IR-band at 2170 cm ™.

Intermediate 12 is mechanistically important, as it will likely be
the primary reactant that will carry the catalytic reaction forward
if ammonia is present, especially at the desirable low temperature
conditions. In our attempt to identify the NO*-trapping structure
that displays a vibrational frequency in the 2170 cm™! range, we
considered many plausible species and found that the NO*-vibra-
tion is extremely sensitive to environmental influence. Any pointed
electrostatic interaction between a negatively polarized entity and
the NO* cation led to vibrational frequencies in the 1900 cm™!
range or even lower, as highlighted above in the case of the
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X1 [1915]

-12.4

N,O + HNO
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(1905/1890)

X2 [1920]

Scheme 3. A proposed reaction scheme for second half reaction in DRIFTs experiment with estimated free energy change by PBE.
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Fig. 9. Energy profile for proposed catalytic cycle in kcal mol~". Bond lengths for optimized structure of proposed intermediate 12 are given in A.

[NO*]-[NO3z] adduct. In 12, the Al-doped chabazite cell provides
just enough negative charge to hold the NO* cation in place, while
the delocalization of that charge into the six-membered ring makes
it impossible for NO* to recruit electron density and lose the catio-
nic character. We speculate that this is a key characteristic of the
d6R unit in Cu-SSZ-13 catalyst, as preserving the cationic character

of the NO* and holding it at a steady, well-defined position will be
critically important for allowing a smooth, low-barrier reaction
with the nucleophilic NH3 substrate. In the current study, we have
not attempted to address this second phase of the catalytic reac-
tion and we have not identified any transition states — these more
advanced studies, that will ultimately allow for deriving answers
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Fig. 10. Computed structure (bond lengths in A) and vibrational frequencies (in
cm™") of a putative [NO*]-[N,0] adduct.

to the challenge questions mentioned in the introduction, are now
possible with plausible intermediate structures being identified.

4. Conclusion

Quantum chemical models characterizing the active site Cu-
doped Cu-SSZ-13 catalyst were developed and benchmarked to
match vibrational spectra from DRIFTs measurements. This
approach enables the plausible assignment of tentative intermedi-
ates to experimentally observed vibrational modes with informa-
tion as to which steps in the catalytic cycle the redox chemistry
occurs at the metal center. Key among these identified intermedi-
ates is a NO" trapped intermediate that is supported by the nega-
tive charge delocalized through the Al-doped chabazite. This
oxidized NO fragment with a computationally characterized
stretching frequency of 2159 cm™' (exp. 2170 cm™!) is likely to
be essential for the rapid reaction of NH; en route to N, formation.
Further studies will assess the mechanism of formation for this and
other identified intermediates with the idea of using such under-
standing to rationally optimize the Cu-SSZ-13 catalyst for
enhanced SCR performance.
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