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Abstract

The explosive growth of video data in the modern era
has set the stage for research in the field of video sum-
marization, which attempts to abstract the salient frames
in a video in order to provide an easily interpreted synop-
sis. Existing work on video summarization has primarily
been static - that is, the algorithms require the summary
length to be specified as an input parameter. However, video
streams are inherently dynamic in nature; while some of
them are relatively simple in terms of visual content, oth-
ers are much more complex due to camera/object motion,
changing illumination, cluttered scenes and low quality.
This necessitates the development of adaptive summariza-
tion techniques, which adapt to the complexity of a video
and generate a summary accordingly. In this paper, we pro-
pose a novel algorithm to address this problem. We pose
the summary selection as an optimization problem and de-
rive an efficient technique to solve the summary length and
the specific frames to be selected, through a single formu-
lation. Our extensive empirical studies on a wide range of
challenging, unconstrained videos demonstrate tremendous
promise in using this method for real-world video summa-
rization applications.

1. Introduction
The widespread emergence of inexpensive video cam-

eras together with the advent of several social networking

and video sharing websites (like Facebook, Flickr) has re-

sulted in an unprecedented increase in the generation of

video data in today’s digital world. These videos are ex-

tremely unstructured and diverse in their contents (often

with erratic camera motion, variable illumination and scene

clutter) and can vary in duration from a few seconds to

several hours. Further, most videos contain significant re-

dundancy and only a small fraction of the frames are in-

formative. Manually scanning through such videos to gain

an understanding of their content is an expensive process

in terms of time and human labor. Thus, while generat-

ing huge quantities of unstructured video is cheap and easy,

navigating efficiently through them is a fundamental chal-

lenge. This has paved the way for the development of au-

tomated video summarization algorithms, which extract a

short and informative summary of these videos to enable a

more efficient and engaging viewing experience [20, 16].

Figure 1. Need for Adaptive Video Summarization

An end-to-end video summarization system can be con-

ceptualized as consisting of two main steps: (i) deciding

a summary length (number of frames to be selected in the

summary) and (ii) selecting the specific exemplars from the

video stream to produce the summary. Both these steps

are of paramount importance in generating a compact and

meaningful summary of the video in question. However,

most of the existing work on automated video summariza-

tion has been static, that is they focus only on selecting the

exemplar frames in the summary and assume the summary

length to be specified as a user input. Given the inherent

variability in video streams, it is difficult to decide a sum-

mary length at random and without any knowledge of the

video being analyzed. The summary length should depend

on the complexity of the video and should be larger for a

video with more visual content. For instance, consider a

one minute video depicting a person juggling a soccer ball

against a one minute video showing soccer-ball juggling, a

person playing golf, a person riding a horse and a person

skiing, as shown in Figure 1. Evidently, we would expect

the summary length to be larger for the second video (even

though it is of the same length as the first) as it possesses

significantly more visual content and information. Hence,

there is a pronounced need for adaptive summary selection

in video summarization algorithms.

In this paper, we propose a novel framework to address

this problem. We develop an optimization-based frame-
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work for dynamic summary selection and propose an ef-

ficient strategy to solve for the summary length and extract

the keyframes through a single integrated formulation. Al-

though we focus on video summarization in this work, the

proposed framework is generic and can be used in any ap-

plication, where a subset of representative and informative

samples needs to be selected from large amounts of redun-

dant data, as in document summarization, exploratory data

analysis and pre-filtering.

2. Related Work
Video summarization has been a fertile ground of vi-

sion research, especially over the last few years [22]. Ex-

isting approaches are primarily based on identification of

the shot boundaries within a video and selection of salient

frames from each shot using first/middle/last or simple ran-

dom sampling. Zhang et al. [25, 24] and Gunsel et al. [9]

used a thresholding scheme on frame differences to identify

the keyframes in a shot. Motion-based sampling of frames

has also been used for video summarization [4, 18]. The

main drawback of these methods is that they capture local

variations and may miss important segments while longer

segments might appear multiple times with similar content.

To address this, methods which select the exemplars

from all the available frames in the video, are needed. Clus-

tering is an intuitive solution, where the entire data is seg-

regated into a pre-defined number of clusters (based on

the summary length) followed by the selection of exem-

plars from each cluster. Examples of this technique in-

clude [6, 26]. The clustering schemes demonstrate good

performance in general; however, they may end up select-

ing summary frames only from the dominant clusters and

may overlook interesting events which occur infrequently.

Shroff et al. [20] used the diversity and coverage crite-

ria to identify the salient frames in a video. Khosla et al.
[12] used web-images as a prior to automatically summa-

rize large scale user generated videos. Very recently, vision

researchers have begun to explore egocentric video summa-

rization [16, 14] to recognize important people, objects and

the overall progress of the story in an egocentric video.

All the aforementioned approaches are static that is, they

require the summary length to be pre-specified by the user.

As mentioned previously, the inherent variability and com-

plexity of video streams necessitate adaptive summarization

schemes which adapt to the data being analyzed. Com-

pared to the static approach, dynamic video summarization

is considerably less explored. The few existing methods to

address this problem are all heuristic in nature. They are

mostly based on clustering strategies or some measures on

successive frame difference values. The clustering strate-

gies [15, 27, 7] attempt to determine the number of clusters

in the data (based on heuristics) and select representative

frame(s) from each cluster. The frame difference algorithms

[23, 5, 8] derive the summary dynamically based on some

properties of the successive frame differences. For instance,

the approach proposed by Gianluigi and Raimondo [8] se-

lects a variable number of keyframes from each video se-

qunce by detecting the curvature points within the curve of

cumulative frame differences. However, these algorithms

rely on the values of several parameters and thresholds

which need to be set based on the results of extensive ex-

periments on other video sequences and observation of the

video clips and their frame difference graphs.

In this paper, we propose a novel algorithm for dynamic

video summarization, where the summary length and frame

selection criteria are integrated into a single framework.

Contrary to the previous approaches, which are heuristic,

our methodology is based on a concrete optimization frame-

work and also enjoys nice theoretical properties. We now

describe the mathematical formulation of our framework.

3. Proposed Framework
3.1. Problem Formulation

Due to the high frame rate of modern video cameras and

the sparsity of interesting events, most real-world videos

typically contain a significant percentage of redundant in-

formation. Thus, identifying the important events is a fun-

damental challenge in video summarization. On the other

hand, the interesting events themselves follow a skewed sta-

tistical distribution and an action occurring more frequently

in the video than the other interesting actions, can bias the

sample selection towards this dominant action. This may re-

sult in the selection of overlapping / duplicate information

in the summary. A good video synopsis is thus character-

ized by the extent to which it represents the essence of the

original video and the selection of unique information from

the video. We therefore quantify the quality of a video sum-

mary in terms of the following two criteria:

• Representativeness, which ensures that the summary

consists of frames which represent a large portion of

the spectrum of events in the video

• Uniqueness, which emphasizes that the frames in the

summary should capture unique information; that is,

they should all be distinct from each other.

A summarization framework driven by maximizing the

representativeness and uniqueness conditions ensures that

we represent the original video well (exhaustive) and we

capture unique aspects of the video (mutually exclusive).

This is illustrated in Figure 2. The representativeness and

uniqueness criteria are commonly used in selective sam-

pling algorithms like active learning [19].

Formally, consider a video V = {v1, v2 . . . vn} consist-

ing of n frames and let S denote the set of frames selected

703



Figure 2. Representativeness and Uniqueness for Video Summa-

rization

in the summary. The representativeness is a measure of the

similarity of S to the entire set V . An efficient way to com-

pute the representativeness of a set S is using the facility

location function [2]:

R(S) =
∑
i∈V

max
j∈S

wij (1)

where wij ≥ 0 denotes the similarity between two frames

vi and vj in the video sequence. Maximizing R(S) ensures

that the summary covers most of the video in terms of global

representation.

The uniqueness of a candidate frame is quantified as the

minimum distance of the frame from the frames already se-

lected in the summary. A greater value of the minimum

distance denotes a more useful frame from the uniqueness

perspective. This is conceptually similar to the Hausdorff

distance between two point sets (commonly used for image

matching [10]), which depicts the greatest of all distances

from a point in one set to the closest point in the other. The

uniqueness score of a set of frames is given by:

U(S) =
∑
i∈S

min
j∈S:j<i

dij (2)

where dij ≥ 0 denotes the distance between two frames

vi and vj . Maximizing U(S) ensures that the elements in

the summary are as distinct as possible. The overall qual-

ity of a summary can therefore be expressed as a weighted

combination of the representativeness and uniqueness based

terms:

Q(S) = R(S) + λ1U(S) (3)

where λ1 ≥ 0 is a weight parameter to denote the relative

importance of the two terms. It is evident that the objec-

tive function Q(S) is monotonically non-decreasing, that is

Q(B) ≥ Q(A) if B ⊇ A. Since there is no restriction

on the summary length, maximizing Q(S) will result in se-

lection of all the frames in the summary, which defeats the

basic purpose of summarization. To address this, we mod-

ify the objective by appending a penalty on the cardinality

of the set S:

Qpen(S) = R(S) + λ1U(S)− λ2|S| (4)

where |S| denotes the cardinality of the set S and its value

increases with increasing summary size. The objective

Qpen(S) ensures that all the frames are not selected in the

summary; only the frames for which the representative-

ness and uniqueness terms outweigh the penalty term get

selected. The penalty term denotes the total cost associ-

ated with the summary S. The cost is dependent on several

factors like storage / power constraints of the system run-

ning the application (e.g. smartphone, wearable systems),

time available to view the summary etc. The representa-

tiveness, uniqueness and penalty terms are all assumed to

be measured in the same currency; different currencies can

be transformed into a single utility using appropriate real-

world conversions [11].

The parameter λ2 is analogous to the cost of a single

summary frame and is assumed to be known. This pa-

rameter has a direct effect on the length of the summary

(smaller value of λ2 results in larger permissible summary

size and vice versa). However, due to the inherent variabil-

ity of video streams, it is more appropriate to decide on the

value of λ2 (based on available system resources) and then

compute the summary length dynamically for a given video,

as opposed to deciding the summary length of a video with-

out any knowledge of its variability and visual content and

using the same length to summarize all videos (with differ-

ent visual information). The assumption of a known cost

coefficient does not impose significant constraints; similar

assumptions are often used in machine learning applications

(like active learning) where it is assumed that the cost of re-

vealing the label of an unlabeled sample is known apriori

[11].

To ensure non-negativity of the objective, we add a con-

stant term λ2|V | to derive our final objective function Q̂(S)
(note that the optimal value of S is not affected due to the

introduction of the constant term):

Q̂(S) = R(S) + λ1U(S) + λ2|V − S| (5)

The adaptive summary selection problem therefore re-

duces to solving the following optimization:

max
S⊆V

Q̂(S) (6)

Solving this problem yields the summary length (the cardi-

nality of the set S) and the salient frames (the elements of

S) through a single formulation. However, since the search

space is exponentially large, exhaustive techniques are in-

feasible. In the following section, we propose an efficient

strategy to solve this optimization problem.

3.2. Submodularity of the Objective Function

Consider a set of elements Z = {z1, z2 . . . zn} and a

function f : 2Z → � that returns a real value for any subset
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S ⊆ Z. Let A ⊆ B ⊆ Z be two subsets of Z and consider

an element x ∈ Z\B. The function f is submodular if

f(A ∪ {x})− f(A) ≥ f(B ∪ {x})− f(B) (7)

That is, a function is submodular if adding an element to

a set increases the functional value by at least as much as

adding the same element to its superset. This property is

called the diminishing returns property [13].

Theorem 1. The objective function Q̂(S) defined in Equa-
tion (5) is submodular.

Proof. By definition,

Q̂(S) = R(S) + λ1U(S) + λ2|V − S|
=

∑
i∈V

max
j∈S

wij + λ1

∑
i∈S

min
j∈S:j<i

dij + λ2|V − S|

For an element x ∈ V \S, we have

Q̂(S ∪ {x})− Q̂(S) =
∑
i∈V

max{0, wix −max
j∈S

wij} (8)

+λ1 min
i∈S

dix − λ2

Now, consider two arbitrary summary sets S1 and S2 such

that S1 ⊆ S2. We then have,

max
j∈S2

wij ≥ max
j∈S1

wij (9)

⇒
∑
i∈V

max{0, wix−max
j∈S2

wij} ≤
∑
i∈V

max{0, wix−max
j∈S1

wij}

We also have,

min
i∈S2

dix ≤ min
i∈S1

dix (10)

∀x ∈ V \S2. The inequality in Equation (9) holds since

S2 is a larger summary, it is possible to have an element

in S2\S1 which is more similar to the current frame i in

the video V . Equation (10) holds for a similar reason as

it is possible to have an element in the superset which is

closer to the sample x. λ1 and λ2 are positive scalars. From

Equation (8) we thus have

Q̂(S1 ∪ {x})− Q̂(S1) ≥ Q̂(S2 ∪ {x})− Q̂(S2)

∀S1, S2, S1 ⊆ S2. Hence, Q̂(S) is submodular.

It is to be noted that even though Q̂(S) is submodular, it

is not monotonic due to the penalty term |V − S|.

3.3. Efficient Optimization

The problem of adaptive summary selection therefore re-

duces to the unconstrained maximization of a non-negative,

non-monotone submodular function. Recent work on sub-

modular optimization [1] has proposed a tight, linear time

approximation algorithm to address this problem. The al-

gorithm maintains two solutions X and Y with initial val-

ues X0 = φ and Y0 = N . The elements in the ground

set are randomly permuted to derive an arbitrary sequence

u1, u2, . . . un. In the ith iteration, the element ui is either

added to Xi−1 or removed from Yi−1. This decision is

made randomly, with probabilities derived from the values

ai and bi (Algorithm 1). Thus, for every 1 ≤ i ≤ n, Xi and

Yi are random variables denoting the sets of elements in the

two solutions generated by the algorithm at the end of the

ith iteration. After n iterations, both solutions coincide and

we get Xn = Yn, which is the output of the algorithm. The

pseudo-code is depicted in Algorithm 1.

Algorithm 1 Randomized Algorithm for Unconstrained

Submodular Maximization
1: Start with X0 = φ and Y0 = N
2: for i = 1→ n do
3: ai = f(Xi−1 ∪ {ui})− f(Xi−1)
4: bi = f(Yi−1\{ui})− f(Yi−1)

5: a
′
i = max{ai, 0}, b

′
i = max{bi, 0}

6: With probability a
′
i/(a

′
i + b

′
i), assign

Xi = Xi−1 ∪ {ui}, Yi = Yi−1

7: Else, with complement probability b
′
i/(a

′
i + b

′
i), assign

Xi = Xi−1, Yi = Yi−1\{ui}
8: end for
9: return Xn or equivalently Yn

This algorithm has linear time complexity and also has a

theoretical guarantee on the quality of the solution, as for-

malized in the following lemma [1]:

Lemma 1. Let X∗ be the optimal solution. With the ran-
dom variables Xi and Yi defined above, the final solu-
tion returned by the algorithm is bounded as E[f(Xn)] =
E[f(Yn)] ≥ f(X∗)/2.

Further, the approximation bound of 1/2 on the solution

quality is tight [1]. Due to its promising theoretical guaran-

tee, we use this algorithm to maximize Q̂(S) in our work.

4. Experiments and Results
Datasets and Feature Extraction: To depict the gen-

eralizibility of our approach, we conducted experiments on

a wide range of videos from several application domains.

The following datasets were used in our work: The UT
Egocentric Video Dataset [14], which contains egocen-

tric videos captured by subjects under uncontrolled natu-

ral settings, using a wearable camera (we used the video
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(a) Results on a video containing 11 actions (b) Results on a video containing 1 action

Figure 3. Dynamic vs Static Video Summarization on the UCF-11 Dataset. Best viewed in color.

captured by user 3), Unconstrained Office Video which

depicts a person touring an office and meeting various em-

ployees (similar to [20]) and UCF-11, UCF-50 and UCF-
101 Actions Datasets, containing challenging realistic ac-

tion videos (collected from YouTube) with large variations

in camera motion, object appearance and pose, object scale,

viewpoint, cluttered background and illumination condi-

tions [21]. Based on the purpose of an experiment, appro-

priate datasets were selected, which best convey the essence

of the experiment. Each video was split into images and the

histogram of oriented gradients (HOG) feature [3] was ex-

tracted from each image. To compute the distance dij be-

tween two image frames vi and vj , we used the chi-squared

distance between their color histograms [14]; to compute

the similarity, we simply used the cosine similarity mea-

sure. We set λ1 = 1 and λ2 = 5 in our experiments, based

on priliminary empirical studies.

Baselines: We compared our approach against 3 static

summarization techniques which need the summary length

k as an input: (1) Uniform Sampling, which selects k
summary frames that are uniformly spaced in the video se-

quence, (2) Clustering, which performs k-means cluster-

ing on the data and selects the sample closest to the cen-

troid of each cluster in the summary and (3) Video Precis,

proposed by Shroff et al. [20]. We also compared our al-

gorithm against the Curvature Points (CP) based dynamic

summary selection method [8]. This method finds the high

curvature points within the curve of cumulative frame dif-

ferences and then extracts keyframes by taking the midpoint

between two consecutive high curvature points. This algo-

rithm was shown to outperform other dynamic summariza-

tion techniques [8].

Evaluation Metric: To evaluate a summary objectively,

we compute the count of frames whose reconstruction error,

using the summary, is above a given threshold γ. The main

intuition behind this metric is that a good summary is one

where all the frames in the video lie in the space spanned

by the linear combination of the exemplars; fewer the num-

ber of frames in the null space of the exemplars, better the

summary. Please refer [20] for more details.

4.1. Experiment 1: Static vs. Dynamic Summariza-
tion

In this experiment, we performed a comparative study

of static against dynamic video summarization (since the

objective was to compare the proposed dynamic approach

against the static approaches, the CP based dynamic strat-

egy was not used in this study). The UCF-11 actions dataset

was used here. The three static algorithms and the proposed

dynamic algorithm were applied on two video streams (con-

taining about 3000 frames each) where the first one con-

tained images of all 11 actions and the second one contained

the images of just a single action. The static summary size

was fixed at 30. The summary lengths predicted by the pro-

posed framework for the two videos were 47 and 6 respec-

tively. The results are depicted in Figure 3 where the x axis

denotes the threshold γ and the y axis denotes the number

of frames with error above this threshold.

We note that for the first video (Figure 3(a)), the pro-

posed approach comprehensively outperforms the static

techniques, as for this approach, the number of frames with

reconstruction error above the threshold drops at the fastest

rate with increasing values of the threshold. This is due

to the fact that the proposed adaptive technique selects a

proper summary length to aptly capture the visual content

of the video. The static frameworks suffer as the selected

summary length is too less to capture the visual content.

For the second video with a single action (Figure 3(b)),

the clustering and the video precis static algorithms per-

form marginally better than dynamic selection; however,

this comes at the cost of storing a much greater number of

images for the summary (30/6 = 5 fold in this case). The

static algorithms need a summary length to be pre-specified

without any knowledge of the video stream being analyzed.

They sometimes select too few frames which results in poor

summarization of the original video; sometimes they select
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(a) UT Egocentric Dataset: S.L. = 122 (b) Office Video Dataset: S.L. = 73 (c) UCF 101 Actions Dataset: S.L. = 12

Figure 4. Comparative Performance for a given Summary Length (S.L.). Best viewed in color.

too many frames (incuring a considerable cost) to achieve

a marginal increment in summary quality. The dynamic se-

lection framework, on the other hand, identifies the sum-

mary length by appropriately finding a trade-off between

the summary quality and the associated cost and is thus a

more sound basis for video summarization.

4.2. Experiment 2: Comparison against Baselines
for the Same Summary Length

The purpose of this experiment was to study the perfor-

mances of all the video summarization algorithms, for the

same summary length. For a given video, the proposed

adaptive framework was applied to derive the summary

length; this summary length was used as an input to the CP-

based dynamic approach and the static selection techniques,

for fair comparison. We used the UT Egocentric (7500
frames), the Office Video (7500 frames) and the UCF-101
actions (1000 frames containing images of 10 random ac-

tions 1 sampled non-uniformly) datasets for this experiment.

The results are presented in Figure 4. It is evident that the

proposed framework depicts the best performance among

all the summarization techniques; at any given threshold,

it has the lowest number of frames with error above that

threshold, among all the methods. The video precis method

also depicts good results. The other strategies are not con-

sistent in their performance.

Figure 5 shows the images selected in the summary by

each algorithm for the UCF-101 dataset. Our algorithm cap-

tures all 10 actions, which explains its best performance in

Figure 4(c). Video precis covers 9 of the 10 actions while

the other strategies capture much lesser visual content.

4.3. Experiment 3: Proposed vs. CP-based Dy-
namic Video Summarization

The objective of this experiment was to compare the pro-

posed algorithm against the CP-based approach for dynamic

1ApplyLipstick, Archery, BabyCrawling, BandMarching, BenchPress,

BlowingCandles, BrushingTeeth, CuttingInKitchen, Haircut and Ham-

merThrow

Figure 5. Images Selected by the Algorithms for the UCF-101
Dataset. Best viewed in color.

video summarization. For this purpose, the algorithms were

first applied on a video (≈ 1000 frames) from the UCF ac-

tions dataset, containing a single action. The number of ac-

tions in the video was gradually increased keeping the total

length of the video constant (≈ 1000 frames). However, the

algorithms were incognizant about the composition of the

videos. The summary lengths predicted by the two strate-

gies were noted together with the number of images from

each action that got selected in the summary.

The results are presented in Figure 6 for the UCF-50 and
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(a) Proposed Dynamic Algo-

rithm on UCF-50
(b) CP-based Dynamic Algo-

rithm on UCF-50
(c) Proposed Dynamic Algo-

rithm on UCF-101
(d) CP-based Dynamic Algo-

rithm on UCF-101

Figure 6. Proposed vs. CP-based Dynamic Video Summarization on the UCF-50 and UCF-101 Datasets. Best viewed in color.

UCF-101 datasets. We note from Figures 6(a) and 6(c) that,

as the number of actions in the video increases from 1 to

9, the proposed algorithm automatically decides on a larger

summary length (denoted by the pink bars). This corrob-

orates our intuition as, with increasing number of actions,

the visual content of the video increases which necessi-

tates a larger summary length to adequately summarize the

video. Moreover, we also note that our algorithm selects

exemplars from each of the actions in a given video. Thus,

besides adapting to the complexity, our algorithm selects

samples to encapsulate the important events in the video.

The CP-based method (Figures 6(b) and 6(d)) selects the

summary length and the specific samples using a heuristic

measure on cumulative frame difference values. The sum-

mary length therefore does not bear any specific trend to the

composition/complexity of the video. Also, it fails to cap-

ture samples from all actions, specially from videos with

high visual content. Thus, while the Curvature Points based

method summarizes a video based on a heuristic measure

on successive frame differences, the proposed dynamic al-

gorithm appropriately balances the summary quality and the

cost through a concrete optimization framework and is thus

a better strategy for adaptive keyframe selection. (We also

note that the number of images selected from each action for

a given video is not uniform due to the fact that each action

has a different level of visual information). Since our algo-

rithm aptly captures the complexity of a video through the

predicted summary length, it generates much better quality

summaries than the CP-based approach. Sample results are

included in the Supplemental File due to lack of space.

4.4. Experiment 4: Effect of the Cost Parameter λ2

In this experiment, we study the effect of the cost pa-

rameter λ2 on the summary length and frame selection. We

apply our algorithm on a video consisting of 5 random ac-

tions from the UCF-50 actions dataset (note that the specific

actions selected from the UCF 11, 50 and 101 datasets were

different in each experiment, to validate the generalizibil-

ity of our approach). We gradually increase the value of

the parameter λ2 from 1 to 10 and note the summary length

λ2 A1 A2 A3 A4 A5 Summary Length
1 3 12 10 2 5 32

2 2 8 3 2 3 18

3 1 7 4 1 3 16

4 1 5 3 1 3 13

5 1 3 2 1 3 10

6 1 4 2 1 2 10

7 1 3 2 1 2 9

8 1 3 1 1 2 8

9 1 3 1 1 2 8

10 1 2 1 1 2 7

Table 1. Effect of the Cost Parameter λ2 on a video from UCF-50
with 5 actions.

λ2 A1 A2 A3 A4 A5 Summary Length
1 9 7 15 34 10 75

2 6 5 13 21 6 51

3 5 3 12 17 5 42

4 4 3 10 13 4 34

5 3 3 7 11 3 27

6 2 2 7 9 2 22

7 3 2 6 8 3 22

8 2 2 5 7 3 19

9 2 2 5 6 2 17

10 2 2 5 5 2 16

Table 2. Effect of the Cost Parameter λ2 on a video from UCF-101
with 5 actions.

predicted by the algorithm, as well as the number of images

Ai from each action i that gets selected in the summary (the

other parameter λ1 was fixed at 1). The results are reported

in Table 1. We note that, as the value of λ2 increases, the

summary length depicts a decreasing pattern. This corrob-

orates our intuition as increasing cost implies more restric-

tion on the number of frames that can be used to generate

the summary. However, we note that, even with high values

of the cost parameter, the algorithm selects at least one im-

age from each of the actions. Thus, even with severe budget

restrictions, the algorithm generates the summary so as to

capture the important aspects of the original video. A sim-

ilar result is obtained on another video containing 5 other

random actions from the UCF-101 dataset and is presented

in Table 2. Further results on the generated summaries are

included in the Supplemental File.
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5. Discussion

In this paper, we proposed a novel approach for dy-

namic video summarization. Our algorithm integrates the

summary length and keyframe selection in a single formu-

lation and solves for the two parameters through a single

optimization framework. The empirical results corroborate

the efficacy of the framework in adapting to the complex-

ity of a video stream and generating a succinct and con-

densed representation of the contents of the video. We for-

mulated a generic objective function to summarize any ar-

bitrary video without any assumptions about its contents. If

domain knowledge is available about the video data in ques-

tion (e.g. it contains a specific set of objects/people), then

the objective function can be modified accordingly. The

same principle based on a penalty on the set cardinality can

still be used for adaptive summarization (for a submodular

and non-negative objective).

The proposed framework can also be used for static

video summarization with a pre-specified summary length

k, by maximizing the objective Q(S) in Equation (3) sub-

ject to the constraint |S| = k. This objective is submod-

ular, monotonically non-decreasing and has a cardinality

constraint. It can therefore be maximized using the greedy

algorithm proposed by Nemhauser et al. [17] which gives

a performance guarantee of 1 − 1
e ≈ 0.632 on the solution

quality and the guarantee is tight unless P = NP . Sample

results are presented in the Supplemental File. As part of

our future work, we plan to conduct extensive user studies

for qualitative evaluation of the proposed algorithm.
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