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ABSTRACT
STUDY OBJECTIVES: Loneliness significantly impacts older adults both mentally and physically, however current assessments of loneliness are limited to long surveys and may not capture the personalized nuances of loneliness. As a proof-of-concept study, we examined novel speech features that may indicate loneliness, using Natural Language Processing (NLP) in semi-structured interviews with older adults. Using NLP features, this study aimed to identify speech features which distinguished lonely older adults, as determined by UCLA loneliness scale scores, from older adults who were identified as not lonely. 	Comment by Koduvayur Subbalakshmi: Should we call this “language” features since we are not using the audio part — which typically is associated with “speech”?	Comment by Koduvayur Subbalakshmi: same as previous comment
METHODS: A semi-structured interview was transcribed from older adults living in senior housing communities. These transcriptions were then organized into the different sections of the interview and each section was then analyzed using an explainable AI model in order to predict loneliness. 
RESULTS:

CONCLUSIONS: 


Keywords: (7 max) 
1. INTRODUCTION

The loneliness epidemic affects individuals across the lifespan, though older adults are particularly vulnerable to loneliness’ impact on mental and physical health outcomes. Loneliness is defined as distress arising from discrepancies in quality or quantity between perceived and desired social relationships (Bahr et al., 1984). Severity and prevalence of loneliness increase with age due to age-related factors including the deaths of a significant other, family members, or friends; decreased mobility; moving to new communities; and poor physical health  (Domènech-Abella et al., 2017). Existing interventions are highly heterogeneous, ranging from cognitive behavioral therapy approaches to social interventions to animal therapy.  Despite the significant burden of loneliness among older adults, there is a lack of universally effective and scalable interventions (Hoang et al., 2022). In particular, the personal and subjective nature of loneliness among older adults may limit the utility of “one size fits all” approaches. To personalize loneliness interventions for the individual, a deeper understanding of the specific experience of loneliness and novel assessments of loneliness are needed.	Comment by Koduvayur Subbalakshmi: change to “impact of loneliness” ?
Currently, research assessments for loneliness are self-report scales, including the commonly used and widely validated UCLA Loneliness Scale (Russell, 1996). The UCLA Loneliness Scale assesses the individual’s agreement with different statements about social functioning, e.g., “How often do you feel that you are ‘in tune’ with the people around you?” Researchers have used the total score or cutoffs to determine which individuals are lonely. Another commonly used research scale is the DeJong Giervald Scale, which provides a total loneliness score as well as subscale scores for social loneliness (absence of a broader social network) and emotional loneliness (absence of an intimate relationship) (de Jong Gierveld and van Tilburg, 2008; Weiss, 1973). Both scales never explicitly use the words “lonely” or “loneliness.” In contrast, many large registry studies have assessed loneliness using a single direct question, e.g., “Do you feel lonely?” or “I felt lonely”(Carleton et al., 2013). While easy to administer and psychometrically sound, these scales have several limitations. All the scales assess loneliness as a trait, without explicit time frames for the questions, and do not consider fluctuations in feelings of loneliness throughout a day, month, or year. Studies using ecological momentary assessment of loneliness have found that momentary loneliness is linked to social contexts (being around others, being alone) and location contexts (being at home, being at work) (Compernolle et al., 2021). Furthermore, individuals may respond differently to loneliness scales compared to direct questions. Prior studies have shown that while men and women have similar rates of loneliness based on UCLA loneliness scales, women have higher rates of loneliness based on direct questions (Badal et al., 2020; Lee et al., 2019; Pinquart and Sörensen, 2001). These discrepancies may be based on social desirability bias or stigma associated with loneliness. Thus, personalized assessments of loneliness may capture these additional facets of loneliness and aid in targeting interventions for each individual.
Our prior work has highlighted the utility of speech and language data in understanding an individual’s experience of loneliness (Badal et al., 2020; Badal et al., 2021). Natural Language Processing (NLP) allows for the analysis of unstructured speech and text data, providing valuable insights into the intricate facets of loneliness. NLP encompasses a variety of techniques, including parts-of-speech tagging, named entity recognition, and parsing, which enable the processing and extraction of information from unstructured text data.  Prior NLP studies using clinician notes from electronic medical records have highlighted the ability to use the descriptions from notes to predict 30-day psychiatric readmissions (Rumshisky et al., 2016) and different mental illness diagnoses (Tran and Kavuluru, 2017). A few studies have examined unstructured text data from individuals to understand internal psychological states, such as loneliness. One study examined 400 million publicly available tweets from Twitter, identifying a subset of lonely posters who used the word “lonely” or “alone” and comparing the tweets with a non-lonely comparison group (Guntuku et al., 2019). The lonely posts often referenced substance use and had linguistic markers of anger, depression, and anxiety. Similarly, a Reddit-based study found that posts related to loneliness more than doubled during the COVID-19 pandemic (Low et al., 2020). These large-scale studies have provided unique insight into the expression of loneliness, though phenotypic data, including research assessments of loneliness, about the study sample are very limited. 	Comment by Koduvayur Subbalakshmi: Maybe remove “speech and” since NLP can only deal with text data?
	Our group analyzed transcriptions from semi-structured interviews with community-dwelling older adults, using Natural Language Understanding (NLU), a subset of NLP, which includes sentiment analysis and emotion recognition. We found that lonely individuals (categorized based on UCLA loneliness scale scores) had longer responses to direct questions about loneliness, expressed more sadness (Badal et al., 2021), and were more likely to use first-person singular pronouns ("I" or “me”) than first-person plural pronouns ("we" or “ours”). These studies demonstrate that NLP can effectively identify subtle linguistic features associated with loneliness, offering potential tools for the identification of individuals experiencing loneliness.
 	Despite the promising research on the use of NLP in understanding loneliness, there are still gaps in the literature that require further exploration. For instance, there is a need for more in-depth research to understand the specific linguistic features most strongly associated with loneliness, the context of the speech data, and how these features may vary across different populations, such as age and sex. Much of the prior work has been limited by the lack of explainability of machine learning models - thus advanced artificial intelligence (AI) approaches are needed to enable deeper understanding of how the speech data is linked to loneliness.
Explainable AI
While AI in general, and deep neural networks specifically, have been posting significant performance improvements in NLP related tasks, their adoption in answering qualitative mental health questions such as predicting loneliness has been hampered by the ‘black- box’ nature of AI. It can be unclear whether the results of the models are meaningful or make sense scientifically. To address this issue, the AI community has begun working on explainable AI approaches which allow a window into the workings of an AI model in order to avoid issues like the “Clever Hans” problem (when the AI makes the right decision, but for the wrong reasons) (Anders et al., 2022).  	Comment by Erhan Bilal: This lack of transparency raises questions about the interpretability and scientific validity of the outcomes generated by these models. For AI to be more effectively utilized in this domain, advancements are needed not only in performance metrics but also in explainability and the ability to correlate model results with established psychological theories.
Two research domains, interpretable AI (IAI) and explainable AI (XAI), have surfaced with the common objective of enhancing transparency in AI engines. Interpretable AI are models that obey some domain specific constraints to enhance human understanding and avoid opaque ‘black-box’ operationsso that they are better understandable by humans and are not black-boxed. On the other hand, XAI approaches include models and methods that reduce the opaqueness of ‘black-box’ models. These methods typically tend to be separate post hoc methods that are developed specifically to understand the workings of the main AI approach. We will use a combination of post-hoc explainers and special model elements that will allow better visibility into the workings of the classifier. These approaches will add to the transparency of the AI model and will also aid in understanding which features may be more important in predicting whether individuals are lonely.
In this proof-of-concept study, we aimed to develop an explainable AI model to predict loneliness from transcribed interview transcripts and analyze the importance of different sections in the interview as well as the different features used to predict loneliness. We also explored whether there were differences in the importance of these elements across lonely individuals compared with non-lonely individuals.

2. METHODS
2.1 Participants
We recruited older adults (age 65+ years) who were residing in the independent living sector of a continuing care senior housing community (CCSHC) in southern California (Badal et al., 2020). Inclusion criteria were: 1) ability to speak English fluently and complete study assessments in English, 2) age >=65 years old, 3) ability to complete study assessments and engage in a qualitative interview, and 4) without any known diagnosis of dementia or other disabling illnesses. Detailed cohort  characteristics and study procedures have been previously published (Badal et al., 2020). The study was approved by the University of California San Diego Human Research Protections Program (HRPP#170466). 
2.2 Sociodemographic and Clinical Measures
Trained study staff conducted clinical interviews with all participants to gather sociodemographic data including age, sex at birth, racial background, years of education, and marital status.
2.3 Loneliness measures
Loneliness was assessed with the UCLA Loneliness scale (Version 3) or UCLA-3, a validated and commonly used 20-item self-report survey (Russell, 1996). The UCLA-3 has high internal consistency, validity, and test-retest reliability. Notably, the UCLA-3 does not explicitly use the word “lonely.”  Participants are asked to rate how often they have specific experiences, e.g., “How often do you feel in tune with others around you?”, using a 4-point Likert scale (1= “I never feel this way” to 4= “I often feel this way”). We calculated total scores on the UCLA-3, such that higher scores indicated greater loneliness. We used previously published cut-offs for loneliness severity on the UCLA-3 scale (Doryab et al., 2019): total scores ≤ 40 are categorized as not lonely and total scores >40 are categorized as lonely. 
2.4 Qualitative Interviews
Study staff were trained in qualitative methods (Patton, 2002) and conducted semi-structured interviews with participants covering a variety of topics (loneliness, relationships, wisdom). Interviews were conducted by a single interviewer between August 2018 and February 2020. The interview protocol included six sections: (1) Social relationships, (2) Loneliness, (3) Successful Aging, (4) Meaning and Purpose in Life, (5) Wisdom, and (6) Technology and Successful Aging. Individual questions for each of the sections can be found in Appendix A. Each interview was audio-taped and subsequently manually transcribed by a commercial company (MModal/Aquity), distinguishing between the interviewer and interviewee. 

2.5 Analytic Procedures 
2.5.1 Data Pre-processing for LIWC feature extraction:
In each interview protocol, we extracted Linguistic Inquiry and Word Count (LIWC-22) (Boyd, 2022) features from the aggregated text within a section.
2.5.2 Model building
We build a classifier to predict loneliness using the LIWC-22 features. Given the success of transformer-based models in NLP tasks, we build our classification model using the encoder side of the transformer. Transformer models rely on the key concept of “attention” which can be roughly explained as a mechanism that allows the model to pay more attention to the parts of the input text that are most important to the task at hand. Several researchers have suggested that the attention weights can be used as a shortcut for explanation – higher the attention weight corresponding to an input, higher the reliance of the model on that input for its final decision (Khoo et al., 2020; Li et al., 2020; Meng et al., 2019). 
We recently showed that some attention mechanisms (additive and deep attention) can indeed serve as model explanation while others (dot attention) are not suitable for explanations (Wen et al., 2022). For the current project, we built a classifier model that can distinguish between “lonely” and “non lonely people” (determined by scores on UCLA Loneliness Scale) based on linguistic features from their interview transcripts. Our model, depicted in Figure 1, separately processes each interview section and combines the output of these (a_1, a_2, …, a_6, in Figure 1) via an additive attention module followed by a SoftMax function to give the final prediction. By using an additive attention module at this stage, we allow explainability at the section level. That is, we can easily understand whether any section of the interview emerges as important to the model’s decision and if so, which section was most important, based on the attention scores.
We next describe the components of the model that processes the text content of each of the sections (enclosed within a dashed rectangle in Figure 1). We begin feeding the words derived from the transcript of each section into the LIWC-22 tool to generate section-level representation. Each section is then characterized by a fixed-size vector obtained through the tool. The LIWC-22 representation of each section, , is fed into a FT-transformer encoder block which usescomposed of six Multi-Head Self-Attention (MHSA) layers, followed by a feed-forward layer, which is the same as previously described that proposed inin Gorishniy (2021). FT-Transformer (Feature Tokenizer + Transformer) is a model designed for the tabular domain by adapting the Transformer architecture (Gorishniy, 2021). The output of each of these sections is then combined using the attention mechanism as explained earlier.	Comment by Erhan Bilal: Since the data is tabular I assume positional embedding is skipped. How about Layer normalization and residual connections? 	Comment by Lee, Ellen E.: FT-transformer skips positional embedding, but keeps layer normalization and residual connections.
We implemented our proposed models in the PyTorch platformpytorch, training them with the goal of minimizing cross-entropy loss for classifying users as lonely or not lonely in the training dataset. We utilized ADAMW (ADAM algorithm with weight decay) as the optimizer during training (Loshchilov and Hutter, 2017). For validation, we performed a random data split, allocating 81% for training, 9% for validation, and 10% for testing. 	Comment by Erhan Bilal: Needs a ref	Comment by Lee, Ellen E.: @incollection{NEURIPS2019_9015,
title = {PyTorch: An Imperative Style, High-Performance Deep Learning Library},
author = {Paszke, Adam and Gross, Sam and Massa, Francisco and Lerer, Adam and Bradbury, James and Chanan, Gregory and Killeen, Trevor and Lin, Zeming and Gimelshein, Natalia and Antiga, Luca and Desmaison, Alban and Kopf, Andreas and Yang, Edward and DeVito, Zachary and Raison, Martin and Tejani, Alykhan and Chilamkurthy, Sasank and Steiner, Benoit and Fang, Lu and Bai, Junjie and Chintala, Soumith},
booktitle = {Advances in Neural Information Processing Systems 32},
pages = {8024--8035},
year = {2019},
publisher = {Curran Associates, Inc.},
url = {http://papers.neurips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf}
}
 [image: ]
Figure 1: Model to predict loneliness category using LIWC-22 features from different interview sections (Section 1 through 6).
We evaluate the performance in MABL-LIWC in terms of accuracy (Accuracy), area under the curve (AUC), F1 score (F1), precision (Precision), and recall (Recall).
 
2.5.3 Explainability Mechanisms

As mentioned earlier, using additive attention to combine the information from each section of the interview allows us to determine which of these sections was the most important in the model's decision of whether the language was indicative of loneliness or not. However, it would be of value to understand what LIWC-22 features were most important within each interview section. To understand this aspect, we turn to post hoc explanation methods.

2.5.4 Post hoc explanation within each section:
Post hoc explanation methods typically are “understandable” methods that attempt to approximate the workings of the more complex deep learning approaches locally. Local Function Approximation (LFA) are one example of such methods that are widely used for explaining deep learning models. Because post hoc explainers are approximators, each method tends to approximate the deep learning method differently. By the "No Free Lunch” theorem introduced in Han et al. (2022), no single explanation method can perform optimally across all neighborhoods, because these approximations are optimized for a specific, local, neighborhood. Therefore, choosing the right methods for post hoc explanation is an important problem.
	Han et al. (2022) also provides a guideline for choosing the right explainer for the problem. They showed that for continuous data, SmoothGrad, Vanilla Gradients, Integrated Gradients and Gradient x Input approaches perform well in generating explanations. They also showed that SmoothGrad (Smilkov et al., 2017) and  Vanilla Gradients (Simonyan et al., 2014) generate similar explanations, while Gradient x Input  (Shrikumar et al., 2019) and Integrated Gradients generate similar explanations. Of these we chose Vanilla Gradient and Gradient x Input as these methods have consistently shown robust performance on continuous tabular data, both in theoretical considerations and experimental evaluations in Han et al. (2022).
3. RESULTS	Comment by Erhan Bilal: Which section was more important based on the additive attention?
The analyses included 97 older adults, age 66 to 101 years, who had completed semi-structured interviews. 
Table 1: Sociodemographic features from the sample
	 
	N
	Mean 
	SD

	Age (years)
	97
	83.2
	6.9

	Education (years)
	97
	15.8
	2.4

	Gender (% Female)
	63
	64.9%
	 

	Race/Ethnicity:
	 
	 
	 

	  White
	89
	91.8%
	 

	  Black
	3
	3.1%
	 

	  Hispanic 
	2
	2.1%
	 

	  Asian
	3
	3.1%
	 

	Marital Status (% married/partnered)
	35
	36.1%
	 

	Total UCLA Loneliness Scale score
	84
	37.3
	10.2

	% Lonely 
	35
	84.2%
	6.4


 	We evaluated the performance of MABL-LIWC in terms of accuracy (Accuracy), area under the curve (AUC), F1 score (F1), precision (Precision), recall (Recall) (Table 2). 
Table 2: Performance of LIWC-22 model to predict loneliness
	 
	Accuracy
	AUC
	F1 score
	Precision
	Recall

	LIWC-22 model performance
	0.889
	0.8
	0.889
	0.8
	1.0


AUC: Area under the curve

3.1 Explanation Results 
We first report the attention weight scores obtained for the six interview sections, using the MABL-LIWC model. These results are shown in Table X. As we can see from this table, Which section is the most important
Thesethe attention values are for the different sections are very close to each other, which  – difficult to highlight which is more importantimplies that all sections are nearly equal in importance. Nearly equally balanced. Sections are nearly equalThe values indicate – with a slight edge for section 1 (social relationship) and 2 (loneliness).
Average results per section, separated by class:  
Table 3: Attention scores for each interview section
sec1: 0.2 friendship 
sec2: 0.2  loneliness 
sec3: 0.1 successful aging 
sec4: 0.16  meaning and purpose of life 
sec5: 0.16 wisdom 
sec6: 0.16 technology and successful aging
	
	

	Section 1: Social relationships
	0.2

	Section 2: Loneliness
	0.2.

	Section 3: Successful Aging
	0.1

	Section 4: Meaning and Purpose in Life
	0.16

	Section 5: Wisdom
	0.16

	Section 6: Technology and Successful Aging
	0.16



Next, we look at the importance of different LIWC features as determined by the post-hoc explanation methods. The averaged results from the Vanilla Gradient and Gradient x Input XAI methods are presented in Table 3. The results for each interview section (Appendix A) are shown. The XAI results highlight the diversity of feature types - from social themes, non-social themes, categories related to expressed emotion, and specific parts of speech in differentiating who is lonely and who is not lonely.
First there were several features associated with social functioning (social status, family reference, lifestyle, and leisure).  Social status was prominent in the Social Relationships and Successful Aging sections for both the non-lonely and lonely individuals, and in the Meaning and Purpose in Life section for only the lonely individuals.  Family references were prominent in the Meaning and Purpose in Life section. The Lifestyle category was prominent in Social relationships and Wisdom sections for both groups. The Leisure theme was prominent in the Wisdom section for only non-lonely individuals.
There were several LIWC-22 categories that were not as clearly tied to social functioning such as words related to Authentic, Analytical thinking, Acquire, religion, gender, Agreement, and motion verbs categories. Authentic was a common theme in the Successful Aging section, while Acquire was a prominent feature in the Meaning and Purpose in Life section. Analytical thinking was a more prominent theme in the Social relationships for non-lonely individuals only. Religion was a prominent feature in the Meaning and Purpose in Life section for lonely individuals only. Male and Female references in the Wisdom section for both lonely and non-lonely individuals, but female reference was prominent in the Technology and Successful aging section for lonely individuals only. Agreement were prominent in the Social relationships section for non-lonely individuals. Motion verbs were prominent in the Loneliness and Technology and Successful Aging sections.	Comment by Koduvayur Subbalakshmi: any reason why we are switching between capital and small letters for the first letter of each feature category?
Expressions of emotion through tone (sentiment) were prominent features in the Social relationships sections for both groups. Use of feeling adjective/verbs were prominent for lonely individuals in the Wisdom section. 
The last category of prominent features were key parts of speech or expressions. One group of features included speech fillers such as internet slang, non-fluencies, and conversational fillers. While internet emoticons were not present in this speech transcript data, the Internet slang category also includes expressions such as “haha”, “hmm”, or “mmm.” These speech fillers were prominent in multiple sections - the Social Relationships section (for lonely individuals), the Loneliness section (for non-lonely individuals), Successful Aging (for lonely individuals), and the Technology and Successful Aging section (for both groups). Causation conjunctions were common in multiple sections, though in both groups. Agreement were prominent in the Social Relationships section only for non-lonely individuals.  Punctuation was also prominent throughout different sections. The Uncommon Punctuation included brackets that were used for the anonymization of the transcripts (Methods).

Table 3: Top Features for the Non-lonely and Lonely individuals using Vanilla Gradients and Gradient x Input methods

	 
	Non-lonely individuals
	Lonely individuals

	Section 1: Social relationships
	Lifestyle, Emotional tone, Social Status, Analytical Thinking, Agreement
	Emotional tone, Lifestyle, Social Status, Uncommon Punctuation, Internet Slang

	Section 2: Loneliness
	Internet Slang, Causation conjunction, Question Marks, Uncommon Punctuation, Motion verbs
	Motion verbs, Causation conjunction, Question Marks, Analytical Thinking, Uncommon Punctuation

	Section 3: Successful Aging
	Authentic, Common Punctuation, Social Status, Uncommon Punctuation, Male reference
	Authentic, Common Punctuation, Uncommon Punctuation, Social Status, Conversational fillers

	Section 4: Meaning and Purpose in Life
	Causation conjunction, Internet Slang, Family references, Acquire, Analytical Thinking
	Religion, Family references, Acquire, Causation conjunction, Social Status

	Section 5: Wisdom
	Third person plural pronoun, Female reference, Lifestyle, Leisure, Male reference
	Third person plural pronoun, Lifestyle, Female reference, Male reference, Feeling Adjective/verbs

	Section 6: Technology and Successful Aging
	Motion verbs, Non-fluencies, Acquire, Uncommon Punctuation, Question Marks
	Motion verbs, third person singular pronoun, Non-fluencies, Female reference, Agreement


We recoded the LIWC-22 categories as follows: Agreement: Assent, Analytical thinking: Analytic, Causation conjunctions: Cause, Common punctuation: AllPunc, Conversational fillers: Conversational, Emotional tone: Tone, Family reference: Family, Feeling adjective/verbs: Feeling, Female reference: Female, Internet slang: Netspeak, Male reference: Male, Motion verbs: Motion, Nonfluences: Nonflu, Question marks: QMark, Social status: clout, Third person singular pronoun: Shehe, Third person plural pronouns: They,  Uncommon Punctuation: OtherP

Highlighted categories reflect differences between the two groups



4. DISCUSSION
This proof-of-concept study demonstrates the use of XAI techniques to better characterize psychological constructs such as loneliness that are deeply personalized and qualitative in nature. Combining XAI and NLP approaches, we can better assess social functioning through spoken communication. Speech data is an invaluable source of insight into internal states, and targeted research is needed to understand how mental states and mental health is reflected by speech data.
In particular, the current study’s XAI results showcase the diversity of features relevant to lonely and non-lonely individuals across different interview prompts. Unsurprisingly, social themes (family, social status, lifestyle, religion, and leisure) emerged as consistent and influential indicators of loneliness. For lonely individuals, religion and social status were more prominent in the response to meaning of life questions, which may reflect the links between social networks and one’s evaluation of their life’s contribution or greater goals. Similarly, lifestyle and leisure themes were more prominent among non-lonely individuals within the Wisdom section. This may reflect how different social settings and roles are linked to perceptions and definitions of wisdom.
Interestingly, we found several non-social themes were prominent in the individuals’ responses. Agreement words (Assent in LIWC-22) were more prominent among non-lonely individuals in the Social relationships section and could reflect subtle responses to different relationship prompts. The loneliness section had different prompts for lonely and non-lonely individuals after the initial direct question about loneliness. Thus, the different types of words used may reflect the nature of the questions asked for each group. For example, lonely individuals were asked to describe the experience of loneliness and their coping strategies, while non-lonely individuals were asked to speculate on why other people may feel lonely and how they cope. Thus, the prominence of analytical thinking words for the lonely group in the Loneliness section may be associated with the question prompts.  Feeling adjectives/verbs were prominent among the lonely individuals in the Wisdom section. Our prior work found inverse relationships between loneliness and wisdom, such that lonely individuals had lower wisdom scores and non-lonely individuals had higher wisdom scores (Lee et al., 2019). Wisdom includes several traits that are important and necessary for good social functioning – altruism, compassion, emotional regulation, and tolerance of divergent views. Thus, these XAI fundings suggest that questions about wisdom may elicit different responses among lonely and non-lonely individuals.
Notably, non-semantic elements of speech were prominent among the categories. Internet slang was a prominent feature in the social relationships section for lonely individuals only and in the loneliness section for the non-lonely individuals only. As the text data was transcribed from oral interviews, the internet slang (Netspeak by LIWC-22 category) in this study may reflect transcribed expressions such as, “haha.”  Similarly, conversational fillers (including some assent words) and non-fluencies were prominent features in several sections. These aspects of speech may reflect the emotional response (such as laughter, agreement, or hesitancy) to different questions about social functioning. 
Similar to our prior findings, pronoun usage was prominent for the Wisdom and Technology sections. We previously found that lonely individuals were more inclined to use first-person singular pronouns ("I" or "me") than first-person plural pronouns ("we" or "ours") (Badal, Graham et al. 2021). These findings are also consistent with work in dyads, where third-person plural pronoun use reflects stronger relationships (Rentscher et al., 2013). Interestingly, we found that third person pronouns, female and male reference words were prominent in the responses. However, further investigation is warranted to examine whether lonely individuals were more or less likely to use which type of pronoun under which context. For example, individuals without partners may be less likely to use first-person plural pronouns – though this may not exactly reflect loneliness as it may among individuals with partners who do not use first-person plural pronouns.
Altogether, XAI approaches have utility in furthering our understanding of deeply personalized experiences such as loneliness, through the nuances of language. Semi-structured interview data includes both semantic and non-semantic elements that are key for both social communication and reflecting one’s internal state. Despite these strengths, the current study has a few limitations. The sample size was modest for developing AI models, though the participants were deeply phenotyped in terms of loneliness and social functioning. The study sample was highly educated, English-speaking, and mostly white, limiting the generalizability to all community-dwelling older adults. The dataset was limited to transcribed speech data, though audio features may also play an important role in understanding loneliness and social functioning. Interviewer and interviewee relationship dynamics may have also influenced the way a participant responded to certain interview questions. Also, while the LIWC-22 features provide a well-validated and consistent assessment of themes, our findings may not reflect nuanced uses of such works in colloquial expressions or specific contexts.
Future work is needed to extend this proof-of-concept study and characterize how these language features specifically reflect loneliness for different groups of individuals (older individuals, individuals who identify as male, individuals who identify as female, individuals with a partner, etc.). Future studies must include larger and more diverse samples. Using causal analysis approaches can further the underlying social mechanisms of loneliness. Ultimately, explainable AI models using speech data have the potential to aid in detecting loneliness. Speech data could be accessed remotely and tracked over time for an individual, accounting for baseline speech patterns. In conjunction with clinical phenotyping (understanding an individual’s social network or physical/mental/cognitive functioning), clinicians could be alerted when individuals are feeling more lonely, and interventions can be personalized to their situation. Explainable AI has an important role in furthering our understanding loneliness and how best to address it.
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Appendix A: Semi-Structured Interview Format.

The interviews included six discrete sections with several questions. The interviewer asked each of these questions and would ask for further clarification or details as needed.

· Section 1: Family and Friendship 
1. Do you have any important relationships in your life? Please describe them.
2. What makes those relationships meaningful to you?
3. Do you feel that there are people in your life who fully understand you?
4. How often do you spend time with or connect (via phone, email, or social media) with others?
5. Do you feel you are part of a larger community? Please explain.
6. When you are feeling disconnected or isolated what do you do?
· Section 2: Loneliness
1. If you could design a perfect day, what would you be doing, who would you be with, how would you feel?
2. Do you ever feel lonely, and if so, how often?
	If participant does feel lonely: 
1. What does loneliness feel like to you? What is your general mood during that time?
2. Is this something new or has this been an experience throughout your life? Please explain.
3. When you are feeling lonely, what do you do? Does that help you?
4. How can others help reduce your loneliness?
	If participant does not feel lonely: 
1. Why do you think others may feel lonely?
2. What do you think loneliness feels like to them?
3. How might aging play a role in loneliness? (Do you think feeling lonely affects aging?)
4. What do you think people can do to not feel lonely anymore?
· Section 3: Successful Aging 
1. How do you define successful aging?
2. What is important to aging successfully?
3. Would you consider yourself to be aging successfully? Why or why not?
4. Do you have any suggestions on how to age well or recommendations for specific interventions to promote healthy aging?
· Section 4: Meaning and Purpose in Life 
1. Thinking about your life, what do you live for? (Has this changed over time?)
2. What has brought you the greatest meaning in your life?
3. What would be your life mission statement?
· Section 5: Wisdom 
1. How would you define wisdom?
2. Do you consider yourself a wise person?
3. How have your life experiences influenced your personal wisdom?
4. What are the main characteristics of someone who is wise? 
· Section 6: Technology and Successful Aging 
1. What do you think about technology? What type of technology do you use, if any?
2. How do you think that wearable sensors, smartphone apps, in-home technology, or robots could help support older adults in being more independent?
3. Do you think that these devices could be used to reduce loneliness? Could they be used to prevent falls?
4. If you could develop technology to improve your life in any way, what would you develop? 




Appendix B: Description of LIWC-22 Categories
This table describes the different LIWC-22 categories which were identified as predictors of loneliness in the speech data.
	NLP feature
	LIWC-22 Category
Name
	Abbreviation
	Description or most frequently used exemplars
	Words/ Entries in category
	Internal consistency (Cronbach’s α)
	Internal consistency (KR-20)

	Acquire
	Acquire
	acquire
	get, got, take, getting
	74
	0.15
	0.85

	Agreement 
	Assent
	assent
	yeah, yes, okay, ok
	50
	0.41
	0.72

	All Punctuation
	All Punctuation
	AllPunc
	Period, common, question mark, exclamation point, bracket
	-
	-
	-

	Analytical Thinking
	Analytical thinking
	analytic
	metric of logical, formal thinking
	-
	-
	-

	Assent
	Assent
	assent
	yeah, yes, okay, ok
	50
	0.41
	0.72

	Auditory
	Auditory
	auditory
	sound*, heard, hear, music
	255
	0.49
	0.91

	Authentic 
	Authentic 
	Authentic 
	Perceived honesty, genuineness 
	-
	-
	-

	Causation conjunction
	Causation
	cause
	how, because, make, why
	169
	0.21
	0.90

	Conversation-al fillers
	Conversation-al
	conversation
	Yeah, oh, yes, okay
	500
	0.73
	0.96

	Culture 
	Culture
	culture 
	car, united states, govern*, phone 
	772
	0.67
	0.92

	Curiosity 
	Curiosity
	curiosity
	scien*, look* for, research*, wonder 
	76

	0.26 

	0.79 


	Dictionary words
	Dictionary words
	Dic
	Percent words captured by LIWC
	-
	-
	-

	Emotional tone
	Emotional tone
	Tone
	Degree of positive (negative) tone
	-
	-
	-

	Family reference
	Family
	family
	Parent*, mother*, father*, baby
	194
	0.48
	0.89

	Feeling adjectives/ verbs
	Feeling
	feeling
	feel, hard, cool, felt
	157
	0.32
	0.90

	Female reference
	Female reference
	female
	she, her, girl, woman
	254
	0.56
	0.89

	Food
	Food
	food
	food*, drink*, eat, dinner* 
	379
	0.76 
	0.93 

	Friends references
	Friends
	friend
	friend*, boyfriend*, girlfriend*, dude 
	102
	0.27
	0.75

	Internet slang
	Netspeak
	netspeak
	:), u, lol, haha*
	439
	0.73
	0.96

	Leisure
	Leisure
	leisure
	game*, fun, play, party*
	295
	0.57
	0.91

	Lifestyle
	Lifestyle
	lifestyle
	work, home, school, working
	1437
	0.67
	0.97

	Linguistic Dimensions
	Linguistic Dimensions
	Linguistic
	-
	4933
	0.36
	1.00

	Male reference
	Male references
	male
	he, his, him, man
	230
	0.62
	0.91

	Motion verbs
	Motion
	motion
	go, come, went, came
	485
	0.42
	0.97

	Nonfluencies
	Nonfluencies
	nonflu
	oh, um, uh, i i
	21
	0.49
	0.74

	Perception
	Perception
	perception
	in, out, up, there
	1834
	0.59
	0.99

	Question marks
	Question mark
	QMark
	?
	-
	-
	-

	NLP feature
	LIWC-22 Category
Name
	Abbreviation
	Description or most frequently used exemplars
	Words/ Entries in category
	Internal consistency (Cronbach’s α)
	Internal consistency (KR-20)

	Religion
	Religion
	Relig
	god, hell, Christmas*, church 
	241
	0.60
	0.90

	Social status
	Social Status
	Clout
	Language of leadership, status
	-
	-
	-

	Third person plural pronouns
	3rd person plural
	they
	they, their, them, themsel*
	7/20
	0.36
	0.69

	Third person singular pronouns
	3rd person singular
	shehe
	he, she, her, his
	8/30
	0.58
	0.83

	Time
	Time
	time
	when, now, then, day
	464
	0.50
	0.97

	Uncommon punctuation
	Other Punctuation
	OtherP
	Excludes periods, common, question marks, exclamation points, apostrophe, colons, semicolons, dashes, quotation marks, parentheses.
[, }
	-
	-
	-

	Want
	Want
	want
	want, hope, wanted, wish
	56
	0.19
	0.76

	Words per sentence
	Words per sentence
	WPS
	Average words per sentence
	-
	-
	-




Appendix C: LIWC features that predicted loneliness using the two explainable AI techniques.

Feature results from Vanilla Gradients technique

	 
	Non-lonely
	Lonely

	Section 1: Social relationships
	Lifestyle, Uncommon Punctuation, Assent, Analytical Thinking, Emotional tone
	Internet Slang, Lifestyle, Emotional tone, Uncommon Punctuation, Question Marks

	Section 2: Loneliness
	Internet Slang, Question Marks, Causation conjunctions, Food, Friends references
	Question Marks, Causation conjunctions, Motion verbs, Internet Slang, Food

	Section 3: Successful Aging
	Friends references, Authentic, Death, Male References, Exclamation Points
	Authentic, Death, Common Punctuation, certainty, Friends references

	Section 4: Meaning and Purpose in Life
	Internet Slang, Food, Causation conjunctions, Family references, Auditory
	Religion, Family references, Acquire, Curiosity, Culture

	Section 5: Wisdom
	3rd person Plural pronouns, Female references, Leisure, Lifestyle, Feeling verbs
	3rd person Plural pronouns, Female references, Male references, Lifestyle, Feeling verbs

	Section 6: Technology and Successful Aging
	Motion verbs, Acquire, Non-fluencies, Uncommon Punctuation, Question Marks
	Motion verbs, 3rd person Singular pronouns, Family references, Negative emotion, Non-fluencies





Feature results from Input X Gradient technique

	 
	Non-lonely
	Lonely

	Section 1: Social relationships
	Emotional tone, Social Status, Lifestyle, All Punctuation, Analytical Thinking
	Emotional tone, Social Status, All Punctuation, function words, Lifestyle

	Section 2: Loneliness
	Causation conjuctions, Internet Slang, Emotional tone, Question Marks, Uncommon Punctuation
	motion verbs, Causation conjuctions, Analytical Thinking, Social Status, Emotional tone

	Section 3: Successful Aging
	Authentic, All Punctuation, Social Status, LWIC Dictionary words, Linguistic Dimensions
	Authentic, All Punctuation, LWIC Dictionary words, Social Status, Linguistic Dimensions

	Section 4: Meaning and Purpose in Life
	Social Status, Authentic,Emotional tone, Analytical Thinking, Causation conjunctions
	Social Status, Emotional tone, Authentic, Religion, Acquire

	Section 5: Wisdom
	3rd person plural pronouns, Lifestyle, Female references, Social Status, Male references
	3rd person plural pronouns, Authentic, Lifestyle, Emotional tone, Social Status

	Section 6: Technology and Successful Aging
	All Punctuation, Motion verbs, Nonfluencies, Uncommon Punctuation, Acquire
	Motion verbs, Social Status, All Punctuation, Nonfluencies, 3rd person singular pronouns
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