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1 Overview of evaluation tasks

Figure 1 provides an overview of the evaluation tasks we used in our paper. They
include a broad range of tasks from captioning and visual question answering,
and assess different capabilities of the VLMs such as spatial reasoning, robustness
to visual hallucinations, novel object captioning, etc. Please see the paper for
more details.

2 Training details

2.1 Pre-training

For the main results, we use an image resolution of 224 × 224, batch size 1024,
and 0.1 dropout for the LM during pre-training. We train the VLMs for 900k
steps with peak learning rate 5e − 5 with 2k linear warm-up steps, followed by
cosine learning rate decay. We use AdamW [15] as the optimizer for all training
stages. The pre-training is done using 64 TPUv5 chips and takes around 2 days.
During pre-training, both vision encoder(s) and the language model are kept
frozen, and only the parameters of the MEQ-Former are trained.

https://brave-vlms.epfl.ch
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COCO

General Captioning

Caption: A large bus sitting  
next to a very tall building.

NoCaps

Novel object captioning 

Caption: A crab cake sandwich 
on a hamburger bun.

VQAv2

General VQA

Q: What color is the hydrant?  
A: Black and Yellow

OKVQA

Outside Knowledge

Q: What company makes 
this sneakers? A: Converse

GQA

Spatial Reasoning

Q: On which side of the image 
is the man? A: Right

VizWiz-QA

Unanswerable Questions

Q: Who is this mail for?  
A: Unanswerable

POPE

Visual Hallucination

Q: Is there a surfboard in the

image? A: No.

MMVP

Confusing Pairs

Q: Are there cookies stacked on top of other 
cookies? A (Left): Yes - A (Right): No.

Fig. 1: Overview of the evaluation tasks we used in our paper.

2.2 Fine-tuning

Captioning. We perform fine-tuning on COCO training set at 336×336 image
resolution by keeping the vision encoder(s) and the LM frozen. We use batch
size 64 and train for 20k steps with 0.1 dropout on the LM. The peak learning
rate is set to 1e − 5 with 2k linear warmup, followed by cosine learning rate
decay. The resulting model is evaluated both on COCO evaluation sets and on
NoCaps (zero-shot), as explained in the main paper.

VQA. For the VQA-mixture, we use samples from VQAv2 [8] and OKVQA [16]
as well as the synthetically generated VQA data from VQ2A [3]. For VQ2A, we
use the synthetic samples generated on both COCO [13] and CC3M [4] training
sets, which amounts to 17M examples in total. We use the following mixture
ratio: {10, 1, 10, 10} to sample from VQAv2, OKVQA, VQ2A-COCO and VQ2A-
CC3M, respectively. This training is performed for 60k steps with a batch size of
1024 and 0.1 dropout for the LM. Both the MEQ-Former and the LM parameters
are updated while vision encoders are always kept frozen. The peak learning rate
is set to 1e − 5 with 5k linear warm-up steps, followed by cosine learning rate
decay. This stage is performed at 224×224 image resolution, and is followed by a
high-resolution fine-tuning stage at 336× 336 resolution on the VQAv2 training
set. For this, we train for 20k steps with a batch size of 1024. The peak learning
rate is set to 1e − 5 with 4k linear warm-up, followed by cosine learning rate
decay. For fine-tuning on GQA [9] training set, we follow the same recipe by only
changing the total number of training steps to 10k and warm-up to 2k steps.
The resulting models are evaluated on several VQA benchmarks (both zero-shot
and fine-tuned cases), as explained in the main paper.
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Table 1: Example prompts used for evaluations on different tasks and datasets. BRAVE
can make use of different types of prompts, even those that were not seen during
training, showing zero-shot prompt generalization capabilities.

Dataset Prompt

COCO, NoCaps A photo of
VQAv2, OKVQA, GQA <Question>

VizWiz-QA Answer as “Unanswerable” when the image content is not clear. Question: <Question>
MMVP <Question>. Answer <option 1> or <option 2>.
POPE Answer as yes or no. Question: <Question>

2.3 Prompt examples

We use different prompts for BRAVE based on the task and dataset, as summarized
in Table 1. Note that some of the prompts were not seen during training, e.g.
VizWiz-QA or MMVP, yet the model is able to generalize to them zero-shot,
showing that we preserve the language understanding capabilities of the LLM,
as also demonstrated in [2, 14].

3 Additional results

3.1 Qualitative comparisons

Captioning. We perform zero-shot captioning on NoCaps [1] validation set im-
ages in Figure 2. The results show that BRAVE creates accurate descriptions for a
diverse set of inputs with visual abstractions, novel classes, and fine-grained de-
tails. The quantitative evaluations in Table 3 of the main paper further confirms
the improvements achieved by BRAVE.

Visual question answering. We show in Fig. 3 additional comparisons of
BRAVE against InstructBLIP [7] and LLaVA-1.5 [14] as well as single vision en-
coder VLMs (from Sec. 2 of the main paper) on MMVP [17] test pairs, further
demonstrating the improved performance for a diverse set of inputs. We also
observe that some inputs remain challenging for all VLMs, e.g. those require
fine-grained text or scene understanding, which can benefit from incorporating
additional biases and is a possible future work direction.

3.2 Ablations

MEQ-Former vs Ensembling. In the main paper, we discussed that resampling
all vision encoders by MEQ-Former lead to strong performance while being effi-
cient in terms of the number of trainable parameters. In Table 2, we compare
MEQ-Former to an ensemble of Q-Formers [11]. Each Q-Former is first fully pre-
trained with its corresponding single vision encoder. This is followed by a joint
pre-training and a fine-tuning stage by ensembling all vision encoders and their
pre-trained Q-Formers. The outputs of all Q-Formers are fed as input to the same
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A pineapple is 
sitting in the snow.

A white house with green shutters and a porch. Two black cats laying on a 
bed in a bedroom.

A red sports car driving down a 
cobblestone street.

A fish swimming in an aquarium with 
plants.

A plate of french toast with strawberries 
and powdered sugar.

A black and white photo 
of an alarm clock.

A man on a sailboat in the water.

A small hedgehog sitting 
on the ground next to a plant.

Two towels shaped into swans on a bed. A passport and some money on a table. A small hamster sitting in a pink house.

Two twin beds in a room with a window. A line of fire trucks on a city street. A topiary in the shape of a lion with 
yellow flowers.

A store filled with purses and luggage.

Fig. 2: Qualitative results on captioning. We perform zero-shot captioning on
samples from NoCaps [1] validation set using BRAVE. See Table 3 in the main paper for
quantitative evaluations.

LM (FlanT5-XL [6]). We use the same five encoders as in the main paper, hence
the only difference is using an ensemble of Q-Formers instead of MEQ-Former
for resampling, resulting in 5x the number of trainable parameters. Our results
in Table 2 show that MEQ-Former resamples visual features more effectively for
several tasks while using less trainable parameters.

Role of pre-training data. In Table 3 we evaluate the impact of pre-training
data by comparing the BRAVE models pre-trained on WebLI [5] and CC3M [4]
datasets. The latter has about 30× less samples than the former, and pre-training
with it leads to a noticeable degradation in performance, suggesting that more
work is needed to reduce the sample complexity of VLMs, e.g. as studied in [10].
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           (a) Up               (b) Down       (a) Placed on   (b) Held by hand        (a) Yes              (b) No                  (a) Yes              (b) No                   (a) Yes                (b) No
      a surface      

  

Is the needle pointing up 
or down?

EVA (b) (b) ❌ (b) (b) ❌ (a) (a) ❌ (b) (b) ❌ (b) (b) ❌
CLIP (b) (b) ❌ (b) (b) ❌ (a) (a) ❌ (a) (b) ✅ (a) (b) ✅
SILC (b) (b) ❌ (b) (b) ❌ (a) (a) ❌ (a) (b) ✅ (a) (b) ✅
DINOv2 (b) (b) ❌ (b) (b) ❌ (a) (a) ❌ (a) (b) ✅ (b) (b) ❌
ViT-e (b) (b) ❌ (b) (b) ❌ (a) (a) ❌ (a) (b) ✅ (b) (b) ❌
InstructBLIP (a) (a) ❌ (a) (b) ✅ (b) (a) ❌ (a) (b) ✅ (b) (a) ❌
LLaVA-1.5 (a) (a) ❌ (a) (a) ❌ (a) (a) ❌ (a) (b) ✅ (b) (b) ❌
BRAVE (a) (b) ✅ (a) (b) ✅ (a) (b) ✅ (a) (b) ✅ (a) (b) ✅

Is the cup placed on a surface 
or being held by hand?

Are there cookies stacked on 
top of other cookies?

Are there any clouds? Do you see any window in this 
image?

           (a) Yes              (b) No                  (a) Top             (b) Side                 (a) Yes              (b) No          (a) OK/SELECT        (b) OK        (a) Happy Easter  (b) Happy Easter!
           

  

Can you see stems of 
bananas in the image?

EVA (b) (a) ❌ (b) (b) ❌ (a) (a) ❌ (b) (b) ❌ (a) (a) ❌
CLIP (a) (b) ✅ (b) (b) ❌ (a) (a) ❌ (b) (b) ❌ (a) (a) ❌
SILC (a) (b) ✅ (b) (b) ❌ (a) (b) ✅ (b) (b) ❌ (a) (a) ❌
DINOv2 (a) (b) ✅ (b) (b) ❌ (b) (a) ❌ (b) (b) ❌ (a) (a) ❌
ViT-e (a) (b) ✅ (a) (b) ✅ (a) (a) ❌ (b) (b) ❌ (a) (a) ❌
InstructBLIP (a) (a) ❌ (a) (a) ❌ (b) (b) ❌ (a) (a) ❌ (b) (b) ❌
LLaVA-1.5 (a) (b) ✅ (b) (b) ❌ (a) (b) ✅ (a) (a) ❌ (b) (b) ❌
BRAVE (a) (b) ✅ (a) (b) ✅ (a) (b) ✅ (b) (b) ❌ (a) (a) ❌

Do you see this flower from 
the top or the side?

Does this corn have white 
kernels?

What does the center 
button say?

What are the words in the 
image?

           (a) Yes              (b) No          (a) Salmon fillet (b) Salmon steak       (a) One      (b) More than one        (a) Yes               (b) No                  (a) Yes             (b) No
           

  

 Is there an orange with 
leaves next to the cup?

EVA (a) (a) ❌ (b) (b) ❌ (a) (a) ❌ (b) (a) ❌ (b) (a) ❌
CLIP (a) (a) ❌ (b) (b) ❌ (b) (b) ❌ (a) (a) ❌ (a) (a) ❌
SILC (a) (b) ✅ (b) (b) ❌ (a) (a) ❌ (a) (a) ❌ (a) (a) ❌
DINOv2 (a) (a) ❌ (b) (b) ❌ (b) (b) ❌ (a) (a) ❌ (b) (b) ❌
ViT-e (a) (a) ❌ (b) (b) ❌ (b) (b) ❌ (a) (a) ❌ (a) (a) ❌
InstructBLIP (a) (a) ❌ (a) (a) ❌ (b) (b) ❌ (a) (a) ❌ (a) (a) ❌
LLaVA-1.5 (a) (a) ❌ (b) (b) ❌ (a) (a) ❌ (a) (a) ❌ (a) (a) ❌
BRAVE (a) (b) ✅ (a) (b) ✅ (a) (b) ✅ (a) (a) ❌ (a) (a) ❌

In the image, is it a salmon 
fillet or a salmon steak?

How many trees are the 
treehouse built on?

Is there shadow on the 
flower?

Are there any words displayed on 
the vehicle’s lightbar?

Fig. 3: Qualitative results on VQA. This is an extension of Fig. 3 in the main
paper. Example pairs are taken from [17]. BRAVE significantly improves performance for
a broad set of challenging inputs compared to recent methods [7, 14] as well as single
vision encoder based VLM baselines. The improvement can also be seen quantitatively
in Table 4 in the main paper. On the other hand, some examples remain challenging
for all VLMs, e.g. those require fine-grained text or scene understanding, which can
benefit from incorporating additional biases targeting them in a future study.

3.3 Contribution of vision encoders

Cross-attention scores. We provide additional cross-attention score visual-
izations in Figure 4 on NoCaps [1] captioning and POPE [12] visual question
answering benchmarks. Similar to Fig. 4 in the main paper, they demonstrate
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Table 2: MEQ-Former vs Ensembling. We compare resampling vision encoder features
by using an ensemble of Q-Formers and MEQ-Former. The latter uses significantly less
trainable parameters and better captures the strengths of different vision encoders,
leading to consistently better performance. All evaluations are performed at 224× 224
resolution. See Sec. 3.2 for details.

Bridge # of parameters COCO Cap. VQAv2 OKVQA GQA

Q-Former Ensemble 605M 140.9 78.5 64.3 50.6
MEQ-Former 116M 145.2 79.6 65.0 51.5

Table 3: Role of pre-training data. We compare VLMs pre-trained on WebLI [5]
and CC3M [4] datasets. All evaluations are performed at 224×224 resolution. The latter
has significantly less image-text pairs which leads to a degradation in the performance,
suggesting more studies are needed to reduce the sample complexity of VLM training.
See Sec. 3.2 for details.

Pre-training Dataset COCO Cap. VQAv2 OKVQA GQA

CC3M 138.3 76.9 63.4 50.0
WebLI 145.2 79.6 65.0 51.5

that the MEQ-Former cross-attends vision encoder features adaptively depending
on the downstream task.

Robustness analysis. We provide in Table 4 the full evaluation results of the
robustness of BRAVE against missing encoders for COCO captioning and VQAv2
visual question answering tasks. It can be seen that the performance degrades
gracefully up to 2 encoder removals, and removal of some encoders hurts the
performance more than the others, e.g. ViT-e and SILC-G/16, suggesting that
their features are harder to replace by the remaining set.
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Table 4: Robustness analysis of BRAVE against missing encoders. This is an
extension of Fig. 4 (left) of the main paper, and shows the performance on COCO
captioning and VQAv2 for all combinations of vision encoders. E: EVA-CLIP-g C:
CLIP-L/14 D: DINOv2-L/14 V: ViT-e S: SILC-G/16

COCO Captioning VQAv2

Combination CIDEr Combination Accuracy

ECDVS 146.5 ECDVS 81.8
ECVS 146.6 ECVS 81.7
CDVS 146.4 EDVS 81.3
EDVS 146.2 ECDS 81.2
ECDS 145.3 CDVS 81.2
ECDV 142.5 ECDV 80.1
CVS 146.3 EVS 81.4
EVS 146.2 CVS 81.2
EDS 145.1 EDS 81.0
ECS 145.0 DVS 80.9
DVS 145.0 ECS 80.7
CDS 144.8 CDS 80.5
EDV 142.6 ECV 79.7
ECV 141.5 EDV 79.6
CDV 140.4 CDV 78.5
ECD 136.3 ECD 78.3
VS 145.2 CS 80.6
CS 145.1 VS 80.4
ES 144.5 ES 80.2
DS 142.8 DS 79.6
EV 141.6 EV 79.0
CV 139.7 EC 78.2
EC 135.3 CV 78.0
ED 133.5 ED 75.9
DV 131.3 CD 75.6
CD 128.6 DV 73.4
S 141.8 S 79.8
E 129.9 C 75.4
V 128.9 E 75.3
C 126.2 V 72.0
D 45.0 D 53.2
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Fig. 4: Contribution of vision encoders to BRAVE. This is an extension of
Fig. 4 (right) in the main paper. We compute average attention scores for different
vision encoders cross-attended by the MEQ-Former for NoCaps (left) and POPE (right).
The MEQ-Former cross-attends different vision encoder features adaptively, depending
on the downstream task.
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