Learned Low Bitrate Video Compression with Space-Time Super-Resolution
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Abstract

This paper presents a learned low bitrate video compression framework that consists of pre-processing, compression and post-processing. In pre-processing stage, the source videos are optionally reduced to low-resolution or low-frame-rate ones to better meet with the limited bandwidth. In compression stage, inter-frame prediction is performed by deformable convolution (DCN). The predicted frame is then used as temporal conditions to compress the current frame. In post-processing stage, the decoded videos are fed into a Space-Time Super-Resolution module, in which the videos are restored to original spatial and temporal resolutions. Experimental results on CLIC22 video test conditions demonstrate that the proposed method shows better performance on both objective and subjective quality at low bitrate. Our team name is PKUSZ-LVC.

1. Introduction

Deep learning techniques have been widely applied in image [2, 3, 7, 18, 19] and video [1, 11, 12, 14–17, 22] compression system recently. Compared with classical hybrid compression frameworks such as H.264 [21], H.265 [20] and H.266 [5] that need manual design of complex mode decision methods and can hardly be optimized as a whole to improve overall performance, learning-based compression methods learn to extract representative features by themselves under the guidance of loss function and can be jointly optimized in an end-to-end manner. Recently, learned video compression codec ENVC [11] has shown comparable rate-distortion (RD) performance with VTM-12.0 in the setting of single-reference prediction regarding sRGB PSNR.

In this paper, we present a learned video compression framework towards low bitrate compression by introducing space-time down-sampling and super-resolution in pre- and post-processing stages, respectively. Specifically, in pre-processing stage, the source videos are optionally down-sampled across spatial or temporal dimension according to input resolution and framerate. The down-sampled videos are then compressed by a learned video codec. For intra (I) frames, we compress features extracted from CNN, and model the entropy parameters by Hyperprior [3] entropy model. For predictive (P) frames, we perform inter-frame prediction with DCN and leverage the predicted frame as temporal contexts, with which contextual encoder can automatically capture temporal correlations. In compression stage, the down-sampling flags, latent features from I frames, motion features and contextual features from P frames are encoded and transmitted to decoder side. In post-processing stage, learned Video Frame Interpolation (VFI) sub-module and Video Super-Resolution (VSR) sub-module restore the videos to original space-time resolutions according to the flags. The pipeline is shown in Fig. 1.

2. Method

2.1. Video Compression

Fig. 2 shows an overview of video compression module. A video sequence is divided into groups of pictures (GoP) and compressed separately. The first frame in a GoP is defined as Intra (I) frame and compressed with an image compression sub-module, while the others are Predictive (P) frames and compressed in a sequential manner with previous aligned frames as conditions. The details of each sub-module are explained as follows.
Figure 2. Overview of video compression module. The first frame in a group of pictures (GoP) is compressed as Intra frame (left), while the others are compressed as Predictive (P) frames (right). Q stands for quantization and C denotes concatenation operation.

2.1.1 Backbones

We perform Intra compression, motion compression and context compression with similar architectures but independent parameters. Encoder and Decoder are built as that in Cheng et al. [7], where residual blocks increase receptive filed, attention module captures challenging parts and subpixel convolution helps better reconstruction. Entropy model is based on mean-scale hyperprior [19].

2.1.2 Inter-frame prediction

Different from most existing works that employ flows to express the motions and perform warp operation for alignment, we propose to compensate the motions by deformable convolutions (DCN) [10]. Benefit from its diverse sampling positions, DCN can better deal with complex motions. In DCN, a spatially varying offset field is learned to deform sampling positions of basic convolution. DCNv2 [24] further introduces a modulation mask to evaluate the relative influence of corresponding locations. Given current position $p$ and kernel size $n$, DCNv2 can be described as:

$$y(p) = \sum_{k=1}^{n^2} w(p_k) \cdot x(p + p_k + o_k(p)) \cdot m_k(p)$$  \hspace{1cm} (1)

where $k$ represents the index of sampling positions, $w$, $o$ and $m$ denote weight, offset and modulation mask, respectively.

2.1.3 Conditional coding

It is shown in Li et al. [14] that the entropy of residue coding tends to be greater than or equal to that of conditional coding. Inspired by this, we employ a contextual encoder to perform conditional coding. Specifically, we define the condition as predicted frame and concatenate the frame with current frame along channel dimension. Then the temporal correlation is explored by contextual encoder. At decoder side, the contextual features are reconstructed to contextual pixels by contextual decoder. The pixels together with predicted frame are fed into frame generator to get the final decoded frame. The whole process can be formulated as:

$$\hat{x_t} = f_{\text{gen}}(f_{\text{dec}}(f_{\text{enc}}(x_t | \bar{x_t})) | \bar{x_t})$$  \hspace{1cm} (2)

where $f_{\text{enc}}$, $f_{\text{dec}}$ and $f_{\text{gen}}$ are contextual encoder, decoder and frame generator, respectively. $\bar{x_t}$ and $\hat{x_t}$ denote predicted frame and reconstructed frame.

2.1.4 Variable rate

The compression module operates at variable rate by introducing scaling factors before quantization [9]. In training stage, the model is trained with $L$ constraints $\{\lambda_1, \cdots, \lambda_L\}$ simultaneously. Then in inference stage, the rate can be adjusted by performing feature-wise multiplication with different factors. The continuous bit rate adjustment is implemented by interpolating fine-grained scaling factors pairs in a weighted geometric averaging manner.
2.1.5 Loss function

The compression framework is optimized with total rate-distortion (RD) loss unrolled over N frames of a sequence:

\[
\sum_{i=0}^{N-1} \lambda d (x_i, \hat{x}_i) + \left[ H (I_0) + \sum_{i=1}^{N-1} (H (m_i) + H (e_i)) \right]
\]

where \( H (\cdot) \) denotes estimated entropy of encoded latents, including the side information from hyperprior, and \( d \) represents mean squared error (MSE) loss.

2.2. Space-Time Video Super-Resolution

We perform space-time video super-resolution on down-sampled decoded frames to restore the original spatial and temporal resolutions. In encoder side, spatial down-sampling is implemented by bicubic interpolation with a factor of 2, and temporal down-sampling is performed by sampling frames with interval of 2.

2.2.1 Video frame interpolation

This sub-module takes two adjacent frames as reference and interpolates the middle frame, whose framework is demonstrated on the left in Fig. 3. The two neighboring reference frames are aligned by DCN and added up to get the interpolated frame, which can be formulated as:

\[
x_t = DCN (x_{t-1}, o_{t-1}, m_{t-1}) + DCN (x_{t+1}, o_{t+1}, m_{t+1})
\]

2.2.2 Video super-resolution

This sub-module takes three low-resolution frames as input and generates a high-resolution one. The previous frame and following frame are first aligned by DCN, then the aligned frames together with middle frame are concatenated and fed into a convolutional layer. Finally, the high-resolution frame is reconstructed with Pixel Shuffle operation. The framework is shown on the right in Fig. 3 and formulations are as follows,

\[
\bar{x}_{t-1}^{LR} = DCN (x_{t-1}^{LR}, o_{t-1}, m_{t-1})
\]

\[
\bar{x}_{t+1}^{LR} = DCN (x_{t+1}^{LR}, o_{t+1}, m_{t+1})
\]

\[
\bar{x}_t^{HR} = PixelShuffle(\text{Conv}([\bar{x}_{t-1}^{LR}, \bar{x}_t^{LR}, \bar{x}_{t+1}^{LR}]))
\]

where \( \bar{x} \) denotes aligned frame and \([\cdot, \cdot]\) is concatenation.

2.2.3 Offset field estimator

This sub-module takes reference frames as input and outputs spatially-variant offsets \( o \) and masks \( m \) of DCN. Specifically, input frames (2 for interpolation and 3 for super-resolution) are concatenated together and fed into a U-Net based network. The stacked convolutional layers with down-sampling in U-Net enlarge the receptive field and capture large temporal motions. Besides, skip connections maintain original fine-grained information. The architecture is shown in Fig. 4 and the definition is:

\[
o_{t-1}, m_{t-1}, o_{t+1}, m_{t+1} = OFE([x_{t-1}, x_t, x_{t+1}])
\]

2.2.4 Loss function

The loss function of VFI model and VSR model is defined as Charbonnier penalty function [6] between generated frames \( \hat{x}_t \) and raw frames \( x_t \) for its global smoothness and robustness to outliers:

\[
L (x_t, \hat{x}_t) = \sqrt{(x_t - \hat{x}_t)^2 + \epsilon^2}
\]

where \( \epsilon \) is set to \( 1 \times 10^{-6} \) empirically. Deformable offsets are learned by optimizing final loss \( L \) without extra supervision such as optical flow.
3. Experiment

3.1. Implementation Details

Training Data. We use the Vimeo-90k [23] training split for training. For each video sequence, we randomly select 3 frames (1 as I frame and 2 as P frames), and crop the frames into patches with size of 256 × 256. Batch size is set as 16.

Testing Data. The 30 video subsets from CLIC2022 validation set are used for testing.

Settings. Two compression models are trained with λ groups set as \{0.0005, 0.001, 0.004, 0.008, 0.015\} and \{3e^{-5}, 6e^{-5}, 1e^{-4}, 3e^{-4}, 5e^{-4}\} for 1 and 0.1 mbps constraint. VFI model and VSR model are trained with original frames instead of decoded frames from compression models for better performance. Each model is trained up to 5 × 10^5 iterations with Adam optimizer [13] and default hyper-parameter settings. Learning rate is initially as 1e^{-4} and retained throughout training. For Encoder and Decoder, we use the same parameter settings as that in Cheng [7]. For DCN, the kernel size of deformable conv is 3. For OFE submodule, the filter num of each convolutional layer is 64.

Implementation. Compression framework is based on CompressAI [4] and DCN module is based on MMCV [8].

3.2. Evaluation Results

We compare the basic compression framework with compression and space-time super-resolution framework.

Model complexity. We evaluate model complexity by number of parameters and runtime (Table 1). Experiment is conducted on a 1080P, 30fps sequence with duration of 10s. VC_LR denotes compressed video is a low-resolution one.

<table>
<thead>
<tr>
<th></th>
<th>Enc time (s)</th>
<th>Dec time (s)</th>
<th>Params (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VC</td>
<td>397.26</td>
<td>265.70</td>
<td>70.11</td>
</tr>
<tr>
<td>VC_LR</td>
<td>80.76</td>
<td>38.42</td>
<td>70.11</td>
</tr>
<tr>
<td>VFI</td>
<td>-</td>
<td>60.65</td>
<td>0.70</td>
</tr>
<tr>
<td>VSR</td>
<td>-</td>
<td>67.33</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table 1. Model Complexity between the two frameworks.

Performance at low bitrate, which benefits from the lower burden of compression after down-sampling source videos.

Qualitative results. Fig. 5 presents the visual comparison of different combinations. We index frames from 0, which means the frames with odd number, e.g., 239 and 49, are interpolated frames instead of encoded frames. Our method with space-time super-resolution maintains more details and shows better visual quality at low bitrate.

4. Conclusion

We propose a learned low bitrate video compression framework with space-time super-resolution and validate its effectiveness. For future work, we suggest to employ more powerful compression and super-resolution models.
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