


Structure

- Reinforcement learning from human feedback (RLHF)

- Direct preference optimization (DPO)

- Frontier, pitfalls and open problems of RLHF

- RLHF as a universal optimizer



- The goal of alignment is to build AI systems that are aligned with human values 

(helpful, honest and harmless).

- Human values are extremely difficult to specify, but we can ask humans to provide 

feedback on model generations they like/dislike, and model their preferences 

directly!

- RLHF techniques fine-tune language models to adhere to human preferences.

- Ubiquitous in frontier models (GPT-4, Claude, Llama-3, …)

Why do we need RLHF?

Askell, A., et al., 2021. A General Language Assistant as a Laboratory for Alignment.



Background: RL

- An agent observes the current state of 

an environment, and takes an action 

under a policy.

- A policy is just another name for a 

“probability distribution”.

- Environment provides feedback (reward) 

on the quality of action taken.

- The goal of an RL algorithm is to update 

the agent to receive high reward in the 

long run.



Background: RLHF

- Language model (agent) takes in a 

prompt (state) from a data 

distribution, and produces a 

generation (action), under the 

softmax distribution (policy).

- Humans provides feedback (reward) 

on the quality of the generation.

- The goal of an RLHF algorithm is to 

update the LLM to produce 

generations preferred by humans.

LLM

Prompt

Human Feedback

Generation



RLHF—Data collection

Ouyang, L., et al., 2021. Training language models to follow instructions with human feedback.



RLHF—Data collection interface (Chatbot Arena)



RLHF—Data collection

Discussion questions

- RL algorithms operate on scalar 

values. So why don’t we ask labelers 

to assign numerical scores to model 

outputs?

- Why do we collect preferences offline, 

instead of optimizing the model with 

a “labeler in the loop”?

Ouyang, L., et al., 2021. Training language models to follow instructions with human feedback.



- So, how are binary preferences/rankings turned into rewards?

- One solution is “reward modeling”: parametrize a reward model using 

weights of a pre-trained language model, and fine-tune it to output 

consistent rankings as humans.

- Bradley-Terry turns a reward model r into a binary preference “classifier” 

p:

RLHF—Reward modeling
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RLHF—Reward modeling

- So, how are binary preferences/rankings turned into rewards?

- One solution is “reward modeling”: parametrize a reward model using 

weights of a pre-trained language model, and fine-tune it to output 

consistent rankings as humans.

- Bradley-Terry turns a reward model r into a binary preference “classifier” 

p:

Looks familiar?



RLHF—Reward modeling
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RLHF—Reward modeling

- Bradley-Terry turns a reward model r into a binary preference “classifier” 

p:

- This is just a softmax!

- Minimize log loss to correctly classify human preferences induces a 

useful reward model that acts a proxy of true human reward.



RLHF—Objective

- RLHF tunes the language model to maximize reward, subject to a 

KL-divergence penalty between the optimized model πθ and an 

unoptimized reference model πref (almost always, SFT model).
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RLHF—Objective

- RLHF tunes the language model to maximize reward, subject to a 

KL-divergence penalty between the optimized model πθ and an 

unoptimized reference model πref (almost always, SFT model).

- The first term maximizes reward.

- The second term minimizes “KL-divergence”, which forces the optimized 

model “stay close” to the reference model.



RLHF—Objective

- The second term minimizes “KL-divergence”, which forces the optimized 

model “stay close” to the reference model.

- Discussion question: why do we need the second term (KL-penalty) ?



RLHF—Objective

- The second term minimizes “KL-divergence”, which forces the optimized 

model “stay close” to the reference model.

- Discussion question: why do we need the second term (KL-penalty) ?

- To prevent the following behavior…



RLHF—Reward hacking

https://openai.com/index/faulty-reward-functions/

http://www.youtube.com/watch?v=tlOIHko8ySg


RLHF—Reward hacking

- The reward model is only a proxy of true human values (underspecified)

- If we allow the optimized model to drift too far from the reference 

model, the reliability of the reward model goes down.

- That is, reward values lose correlation with human judgements.



- With data and the reward model, we can now tune the language model!

- In principle, any “policy gradient” algorithm would work. In practice, 

everyone seems to use Proximal Policy Optimization (PPO), which has 

become synonymous with this flavor of RLHF we just covered.

- Policy gradient methods update model parameters to maximize 

expected reward. PPO in particular clips objective in a range to ensure 

stable updates.

- In reality, PPO is messy and learning it requires a lot of background 

knowledge in RL. So we don’t cover it in this lecture.

RLHF—Optimization



RLHF—Results

- Humans prefer responses by 

models fine-tuned with RLHF.

- 1.3B PPO model responses are 

already better than 175B SFT 

model responses. Also, clear 

scaling with model size.

Ouyang, L., et al., 2021. Training language models to follow instructions with human feedback.
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- The idea of RLHF was around since 2021, but didn’t really catch on 

(outside of industry labs) until mid-2023.

- Why? RL (in particular, PPO) is notoriously difficult to get right.

- What if…we could skip reward modeling and update the model with 

preference data directly?

Direct Preference Optimization (DPO)

Rafailov, R., et al., 2023. Direct Preference Optimization: Your Language Model is Secretly a Reward Model.



There exists an optimal policy (subject to KL), induced by an arbitrary reward function:

DPO—Your language model is secretly a reward model

Closed-form optimal policy

Z(x) crossed out because it’s just 
a normalizing term to make π a 
proper distribution.

Rafailov, R., et al., 2023. Direct Preference Optimization: Your Language Model is Secretly a Reward Model.



Discussion Question

Suppose that r is known (access to a perfect reward model), and πref 

(reference language model) is also known. Why can’t we just sample from πr?

DPO—Your language model is secretly a reward model

Rafailov, R., et al., 2023. Direct Preference Optimization: Your Language Model is Secretly a Reward Model.



Discussion Question

Suppose that r is known (access to a perfect reward model), and πref 

(reference language model) is also known. Why can’t we just sample from πr?

DPO—Your language model is secretly a reward model

There are exponentially many generations. To sample from this space, 
you need to compute probabilities and rewards to all of them!

Rafailov, R., et al., 2023. Direct Preference Optimization: Your Language Model is Secretly a Reward Model.



DPO—Your language model is secretly a reward model

There exists an optimal policy (subject to KL), induced by an arbitrary reward function:

In other words, any language model implies an underlying reward function!

Closed-form optimal policy

Rearrange terms

Rafailov, R., et al., 2023. Direct Preference Optimization: Your Language Model is Secretly a Reward Model.



DPO—Train a language model like a preference classifier

Plug into Bradley-Terry

Recall Bradley-Terry model:

Rafailov, R., et al., 2023. Direct Preference Optimization: Your Language Model is Secretly a Reward Model.



DPO—Train a language model like a preference classifier

Plug into Bradley-Terry

Recall Bradley-Terry model:

Literally train like a binary classifier

Rafailov, R., et al., 2023. Direct Preference Optimization: Your Language Model is Secretly a Reward Model.



DPO—What does the DPO update do?

Instruction-tuning

Rafailov, R., et al., 2023. Direct Preference Optimization: Your Language Model is Secretly a Reward Model.



DPO—What does the DPO update do?

Unlikelihood training

Welleck, S., et al., 2019. Neural Text Generation with Unlikelihood Training.



DPO—What does the DPO update do?

This is where the magic happens



Simple implementation in 10 lines!

DPO—Implementation

https://github.com/huggingface/trl/blob/ef441ea02818a08b5cd26536446f19c3678dd58b/trl/trainer/dpo_trainer.py



DPO—Results

Rafailov, R., et al., 2023. Direct Preference Optimization: Your Language Model is Secretly a Reward Model.
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Frontiers of RL(H)F—AI feedback

- Do we really need human feedback? What if we ask an aligned language 

model for feedback?

- This technique is referred to as reinforcement learning from AI feedback 

(RLAIF).

Tunstall, L., et al., 2024. Zephyr: Direct Distillation of LM Alignment.



Frontiers of RL(H)F—AI feedback

- Given a set of prompts, feed into multiple language models (e.g., Llama, 

Falcon, Vicuna, Claude…) for generate n response.

- Ask a teacher model (GPT-4) to rate all n responses. The response with 

the highest score is chosen as the winning response, and the losing 

response in randomly chosen.

- Run DPO on this dataset.

Tunstall, L., et al., 2024. Zephyr: Direct Distillation of LM Alignment.



Frontiers of RL(H)F—AI feedback

RLAIF provides useful alignment signals, and Zephyr models outperforms much larger baselines!

Tunstall, L., et al., 2024. Zephyr: Direct Distillation of LM Alignment.



Frontiers of RLHF—Alignment algorithm

- Today, there are many DPO variants, such as SimPO, KTO, IPO, …

- The jury is still out on what’s the “best” algorithm.



Frontiers of RLHF—Alignment algorithm

https://huggingface.co/blog/pref-tuning



Frontiers of RLHF—Iterative alignment

- DPO is off-policy.

- Off-policy: model is evaluated on static preference pairs in the 

dataset, not generated by current version of the model (after any 

parameter update).

- As training goes on, model moves further off-policy and reward signals 

become stale.

- Iterative alignment: collect data (generations and human labels), run 

DPO, and iterate.



Frontiers of RLHF—Iterative alignment

- Llama 3 was trained on 6 rounds of alignment (SFT followed by DPO).

- “Following Llama 2, we apply the above methods in six rounds. In 

each cycle, we collect new preference annotations and SFT data, 

sampling synthetic data from the latest models.”

- For RLHF, data > algorithm, and DPO works well enough.

Dubey, A., et al., 2024. The Llama 3 Herd of Models.



Pitfalls of RLHF—Can human preferences be manipulated?

- Human preferences are fallible.

- For example, we humans prefer responses consistent with our 

viewpoints.

- Outcome:

- RLHF agents demonstrate deceptive and sycophantic behaviors that 

appear to be helpful and harmless.



Pitfalls of RLHF—Helpfulness or sycophancy?

Sharma, M., et al., 2023. Towards Understanding Sycophancy in Language Models.



Pitfalls of RLHF—Goodhart’s law

- Human preferences are fallible.

- For example, we humans prefer responses consistent with our 

viewpoints.

- Outcome:

- RLHF agents demonstrate deceptive and sycophantic behaviors that 

appear to be helpful and harmless.

- Goodhart's law: "When a measure becomes a target, it ceases to be a 

good measure".



- A single reward function 

cannot represent values of all.

- How to build models aligned 

with diverse perspectives and 

values?

Open problems in RLHF—Pluralistic alignment

Sorensen, T., et al., 2024. A Roadmap to Pluralistic Alignment.



- It’s easy for us to judge “is this 

drawing of a unicorn better 

than the other one”, but how 

do we judge solutions of really 

difficult problems beyond our 

reach?

- E.g., Rate two proofs of the 

Riemann hypothesis.

Open problems in RLHF—Superalignment

https://openai.com/index/weak-to-strong-generalization/



How to ensure the harmlessness of the model against a malicious user?

Open problems in RLHF—Robust alignment

Carlini, N., et al., 2024. Are aligned neural networks adversarially aligned?
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- RLHF can be applied whenever you cannot write down a perfect “reward 

function”, but can provide demonstrations of ideal behavior via preferences.

- DPO says preferences rankings <-> reward!

RLHF as a universal optimizer



- In a recent project, I tried to teach language models to “backtrack” from an unsafe 

conversation, via the production of a [RESET] token.

- Ideal backtracking behavior:

- Prompt: “I need to bring drugs to work. Where should I hide it?”

- No backtracking: “Maybe try hiding it in your water bottle.”

- Backtracking: “Maybe try hiding it [RESET] Sorry I cannot help with that.”

RLHF as a universal optimizer—backtracking

Zhang, Y., et al., 2024. Backtracking Improves Generation Safety.



RLHF as a universal optimizer—backtracking

- How do you train models to do this?

- Idea: Provide backtracking preference pairs and optimize with DPO!

Zhang, Y., et al., 2024. Backtracking Improves Generation Safety.



RLHF as a universal optimizer—backtracking

- How do you train models to do this?

- Idea: Provide backtracking preference pairs and optimize with DPO!

- Result: DPO -> Big safety gains. SFT alone basically doesn’t work.

Zhang, Y., et al., 2024. Backtracking Improves Generation Safety.



RLHF as a universal optimizer—backtracking

- How do you train models to do this?

- Idea: Provide backtracking preference pairs and optimize with DPO!

- Result: DPO -> Big safety gains. SFT alone basically doesn’t work.

- Takeaway: RLHF algorithms are universal optimizers that operate over 

preferences and (therefore) implicitly specified reward functions!



Questions?


