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Efficient Inference Methods

Large Language Models: Methods and Applications
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Learning Objectives

Learn the general concepts of efficient inference methods for LLM serving

Learn to build speculative decoding systems and potentially conduct research on model-based efficiency

Learn the basics of paged attention and flash attention
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Outline

Overview

Model level efficiency: Speculative Decoding

Memory management efficiency: Paged Attention

System level optimization: Flash Attention
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Serving LLMs

Serving large models live was costly and slow.
● Lots of OpenAI’s cost are on serving
● E.g. if one model instance require 8 A100 then it’s $10+ per hour
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Serving LLMs
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Serving LLMs

What got us here?



11 CMU 11-667 Fall 2024CMU 11-667 Fall 2024

Trading Capability for Efficiency

Distillation: train smaller student models from the big teacher

Distillation Step-by-Step [1]

[1] Hsieh et al. 2023. Distilling Step-by-Step! Outperforming Larger Language Models with Less Training Data and Smaller Model Sizes
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Trading Capability for Efficiency

Pruning and Quantization: Delete and shrink parameters to cheaper formats

Distillation Step-by-Step [1]

[2] Han et al. 2016. Deep compression: Compressing deep neural network with pruning, trained quantization and huffman coding 

Pruning and Quantization of Neural Networks [2]
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Trading Capability for Efficiency

Early Exit: Skip some transformer layers or use earlier layer’s predictions

Early Exit in Classification [3]

[3] Xin et al. 2020. Early Exiting BERT for Efficient Document Ranking 
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Trading Capability for Efficiency

Sparsity: Skip certain neurons/blocks if predicted sparse likely

Early Exit in Classification [4]

[4] Liu et al. 2023 Deja Vu: Contextual Sparsity for Efficient LLMs at Inference Time 
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Trading Capability for Efficiency

All above methods make the LLM “smaller”
● Inevitably lose some model “capability”

Though on benchmarks the  loss is small, but there is no guarantee in real world scenarios
● Zero-shot
● New usage
● Edge cases
● Complicated cases
● Etc.…
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Trading Capability for Efficiency

All above methods make the LLM “smaller”
● Inevitably lose some model “capability”

Though on benchmarks the  loss is small, but there is no guarantee in real world scenarios
● Zero-shot
● New usage
● Edge cases
● Complicated cases
● Etc.…

Are there any “free” lunch?
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Outline

Overview

Model level efficiency: Speculative Decoding

Memory management efficiency: Paged Attention

System level optimization: Flash Attention
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Speculative Decoding

●  

[5] Xia et al. 2024. Unlocking Efficiency in Large Language Model Inference: A Comprehensive Survey of Speculative Decoding
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Speculative Decoding

●  

[5] Xia et al. 2024. Unlocking Efficiency in Large Language Model Inference: A Comprehensive Survey of Speculative Decoding

Speculative Decoding with Smaller Models to Propose and Large Model to verify [5]
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●  

Speculative Decoding

[6] Leviathan et al. 2023. Fast Inference from Transformers via Speculative Decoding 
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Speculative Decoding

●  

[6] Leviathan et al. 2023. Fast Inference from Transformers via Speculative Decoding 
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Speculative Decoding

[6] Leviathan et al. 2023. Fast Inference from Transformers via Speculative Decoding 

Speculative Decoding with accepted drafts, rejected, and resampled tokens [6]
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Speculative Decoding: Speed Up

●  

 

[6] Leviathan et al. 2023. Fast Inference from Transformers via Speculative Decoding 
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Speculative Decoding: Speed Up

●  

 

[6] Leviathan et al. 2023. Fast Inference from Transformers via Speculative Decoding 
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Speculative Decoding: Performance

Performance gains while guaranteed exactness with rejection sampling

Speed improvement in time to first token (TTFT), inter token latency (ITL) and throughput [7]

[7] https://pytorch.org/blog/hitchhikers-guide-speculative-decoding/ 
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Speculative Decoding: Remarks

A commonly deployed technology in various industry systems.
● Makes the system more complicated
● But gains of efficiency (huge $$$) without trading effectiveness
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Speculative Decoding: Remarks

A commonly deployed technology in various industry systems.
● Makes the system more complicated
● But gains of efficiency (huge $$$) without trading effectiveness

Further ways to improve: 
● Better acceptance rate while cheaper drafting model

○ Align drafting model better with target model
● Better infrastructure support

○ MLSys developments
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What is the bottleneck in LLM serving?

One GPU serving batched inferences of multiple requests

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 

Model Parameter 
Storage that is 
constant, and 
shared by all 
inference requests

Key-Value Activations, 
unique to every request 
and dynamically grows 
during inference
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What is the bottleneck in LLM serving?

One GPU serving batched inferences of multiple requests

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 

Model Parameter 
Storage that is 
constant, and 
shared by all 
inference requests

Key-Value Activations, 
unique to every request 
and dynamically grows 
during inference

Typical LLM service is KV cache memory bound:
GPU memory becomes bottleneck first than other factors like FLOPs
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Lossy KV Cache Reduction

Various attention versions with reduced KV cache memory footprint

[9] DeepSeek V2.
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KV Cache Management is Challenging

●  

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 
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KV Cache Management is Challenging

●  

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 

KV Cache Management in Vanilla LLM Serving Systems [8]
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KV Cache Management is Challenging

Resulted in Huge waste of GPU memory $$$

GPU Memory Fragmentations and Wastes in LLM Serving [8]

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 
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KV Cache Management in vLLM

Splitting KV cache of a sequence into blocks for more flexible allocations [8]
● Classic paging idea in CPU memory management

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 

Splitting Sequence’s KV into sub blocks for flexibility [8]
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KV Cache Management in vLLM

Managing the KV blocks with virtual block tables

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 

Splitting Sequence’s KV into sub blocks for flexibility [8]
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KV Cache Management in vLLM

More efficient KV cache management at block level

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 

Mixing KV blocks of two requests [8]
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KV Cache Management in vLLM

Design KV cache block management algorithms for common LLM serving scenarios

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 

Shared Prompts Using Shared KV Blocks [8]
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KV Cache Management in vLLM

Design KV cache block management algorithms for common LLM serving scenarios

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 

Shared KV Blocks in Beam Search [8]
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KV Cache Management in vLLM: Performance

No wastes with PagedAttention block management

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 

Fragmentation of GPU Memory [8]
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KV Cache Management in vLLM: Performance

Fits significantly more requests per batch with efficient usage of GPU memory

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 
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KV Cache Management in vLLM: Performance

Fits significantly more requests per batch with efficient usage of GPU memory

[8]  Kwon, et al. 2023. Efficient Memory Management for Large Language Model Serving with PagedAttention 
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vLLM Community Outreach
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Outline

Overview

Model level efficiency: Speculative Decoding

Memory management efficiency: Paged Attention

System level optimization: Flash Attention
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Full System Optimization

Many other resources available in the computing system

Standard GPU 
Memory Storage

[10]  Dao, et al. 2022. Fast and Memory-Efficient Exact Attention with IO-Awareness 
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Full System Optimization

Many other resources available in the computing system

Standard GPU 
Memory Storage

Trading Space 
for Speed

Trading Speed 
for Space

E.g., Gradient 
Checkpointing

Next: Flash Attention

[10]  Dao, et al. 2022. Fast and Memory-Efficient Exact Attention with IO-Awareness 
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Flash Attention: Managing SRAM IO Efficiently

Compute Attention as small blocks in fast SRAM

Load K blocks in SRAM and work with all Q

Load V blocks in 
SRAM for all Q

[10]  Dao, et al. 2022. Fast and Memory-Efficient Exact Attention with IO-Awareness 
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Flash Attention: Managing SRAM IO Efficiently

Compute Attention as small blocks in fast SRAM

Moving Q block by 
block to SRAM

Load K blocks in SRAM and work with all Q

Load V blocks in 
SRAM for all Q

[10]  Dao, et al. 2022. Fast and Memory-Efficient Exact Attention with IO-Awareness 
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Flash Attention: Managing SRAM IO Efficiently

Fewer HBM (GPU Memory) IO, faster performance

[10]  Dao, et al. 2022. Fast and Memory-Efficient Exact Attention with IO-Awareness 
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Flash Attention: Managing SRAM IO Efficiently

Fewer HBM (GPU Memory) IO, faster performance

[10]  Dao, et al. 2022. Fast and Memory-Efficient Exact Attention with IO-Awareness 
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Remarks

Trading Effectiveness for Efficiency
● Some scenarios do not need too large a model

Model level efficiency: Speculative Decoding
● Utilization the strong agreement of small LM and large LM

Memory management efficiency: Paged Attention
● Addressed the GPU memory manage issue using classic CPU memory management methods
● Designed customized GPU memory management methods specialized to LLM workflows

System level optimization: Flash Attention
● Implemented the caching techniques on GPUs
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• Not necessarily free lunch, more like things left on the table
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Remarks

Trading Effectiveness for Efficiency
● Some scenarios do not need too large a model

Model level efficiency: Speculative Decoding
● Utilization the strong agreement of small LM and large LM

Memory management efficiency: Paged Attention
● Addressed the GPU memory manage issue using classic CPU memory management methods
● Designed customized GPU memory management methods specialized to LLM workflows

System level optimization: Flash Attention
● Implemented the caching techniques on GPUs

What got us 100x inference efficiency?
• Fixed problems/lack of optimization on GPU stack
• Customized infrastructure for LLM workflows 
• Not necessarily free lunch, more like things left on the table

Are these sustainable?
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Where is the next 100x speed up?

Moore’s law of model knowledge density (capability/inference cost)

[11] ModelBest https://github.com/OpenBMB/MiniCPM

Model performance at different scale and time [11]
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Where is the next 100x speed up?

Hardware super specialized for Transformer LLMs

[12] Grop https://groq.com/docs/
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