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Abstract

Markets are influenced in important ways by earnings conference calls. For many years, investors have been guiding
their decisions based on information derived from what words an executive is saying. While we know from decades of
research and also from personal experience that the tone of the voice, i.e., how words are being spoken, holds important
and independent information, quantitative information about voice tone has not been widely available and thus not
been systematically incorporated in decision-making. In this White Paper, we describe the first widely available data
product that systematically assesses the tone of the voice of an executive during earnings conference calls to produce
novel and meaningful sources of quantitative information. We provide the principal reasons that voice tone is a highly
desirable source of important and independent information about an executive’s assessment of the firm, summarize
the rationale and supporting methods for turning voice recordings of earnings calls into quantitative information, and
describe the value of these data in producing novel, actionable, and predictive sources of alpha.
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“The effect of emotions upon the voice is recognized by
all people. Even the most primitive can recognize the
tones of love and fear and anger; and this knowledge is
shared by the animals. The dog, the horse, and many
other animals can understand the meaning of the human
voice. The language of the tones is the oldest and most
universal of all our means of communication.”

— Smiley Blanton (Blanton, 1915)

1. Introduction

1.1. Evaluation of Earnings Calls

Executives distribute substantial amounts of informa-
tion in earnings conference calls. Traditional ways to
extract this information have focused primarily on fun-
damental data such as company performance (Campbell
and Shiller, 1988, Bacidore et al., 1997, Penman, 1992,
Heaton and Lucas, 1999) or text-based sentiment (Deng
et al., 2011, Bing et al., 2014, Bharathi and Geetha,
2017). Hence, the reaction of the market, which de-
pends in substantial ways on models that incorporate
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this information, rests in important ways on what was
said by the executive.

1.2. Information in Communication

The seminal work by Ekman and Friesen (1969) de-
scribed that humans communicate through different
channels such as words, body posture, facial expres-
sion, and the tone of the voice (Rosenthal and DePaulo,
1979), and that some of these channels can be con-
trolled better than others by an individual. In particu-
lar, several studies indicated that the tone of the voice
gives away specific information that is not present in
the verbal content (Weitz, 1972, Bugental et al., 1980,
Bugental and Love, 1975, Bugental et al., 1976), can be
less well controlled than facial expressions (Zuckerman
et al., 1981), and is a better indicator of deception than
facial expressions (Zuckerman et al., 1982). Indeed, it is
becoming increasingly accepted that facial expressions
are not reliable passive indicators of emotions but rather
are actively used by humans to guide social interactions
(Fridlund, 1997). Thus, it is not surprising that com-
munication by voice only (i.e., without access to facial
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expressions) enhances the accuracy of the detection of
different affective states (Kraus, 2017).

In sum, voice is not only much more ubiquitous than
other types of information such as video, it is also best
suited to detect the emotional state of the executive.

1.3. Voice Tone Gives Independent Infor-
mation

Most people have experienced social situations in which
the tone of the voice provides information that is differ-
ent from the words a person is saying. This personal
experience is strongly backed up by the scientific liter-
ature. For example, the social psychology literature has
shown that the tone of the words, i.e., how the words are
being spoken, contains about 40% of independent in-
formation in a message (Mehrabian and Wiener, 1967,
Mehrabian and Ferris, 1967, Mehrabian et al., 1971,
Walker and Trimboli, 1989, Caffi and Janney, 1994).
This substantial independence of information in what
vs. how words are spoken is further supported by neu-
rolinguistics, which suggests that these different aspects
of speech are even generated by different hemispheres
in the brain.

The left hemisphere in the brain is concerned with the
syntactic, semantic, and motoric aspects of speech per-
ception and production (Leuthardt et al., 2007, Schalk
et al., 2008, Brunner et al., 2009, Breshears et al.,
2010, Roland et al., 2010, Pei, Leuthardt, Gaona, Brun-
ner, Wolpaw and Schalk, 2011, Leuthardt et al., 2012,
Potes et al., 2012, Kubanek et al., 2013, Sturm et al.,
2014, Lotte et al., 2015, de Pesters et al., 2016, Taplin
et al., 2016, Fedorenko et al., 2016, Brumberg et al.,
2016). The information about these aspects in the brain
is so detailed that, with appropriate detection and ma-
chine learning methods, it is possible to decode vow-
els, consonants, and even full words and sentences from
brain signals alone (Pei, Barbour, Leuthardt and Schalk,
2011, Pei et al., 2012, Martin et al., 2014, Herff et al.,
2015, Martin et al., 2016, Ries et al., 2017).

In marked contrast, the right hemisphere of the brain is
also involved in speech perception (Chang et al., 2011,
Swift et al., 2018) and production (Cogan et al., 2014),
but is primarily specialized in affective components of
language (Ross and Mesulam, 1979, Ross, 1981). With
appropriate detection and machine learning methods, it
is possible to decode different affective states from brain
signals alone (Ethofer et al., 2009, Friihholz et al., 2012,
Kim et al., 2013, Kragel and LaBar, 2016).

In summary, there is overwhelming evidence from the
social psychology and neurolingustic literature that the
tone of the voice gives information that is substantially
different from that captured by the words that are being
spoken.

1.4. Voice Tone is Valuable in the Context
of Earnings Calls

To understand how and why the tone of the voice is par-
ticularly relevant and valuable in the context of earn-
ings calls, it is helpful to understand how the emotions
that underlie voice tone are being produced. While there
are different theories of the emotion process, a popular
and particularly applicable one is the appraisal theory
(Roseman, 1984). According to that theory, voice tone
is a response to events given a person’s understanding
of specific circumstances (Scherer et al., 2001).

In the context of earnings conference calls, this concept
suggests that an executive exhibits specific tonal signa-
tures that represent his/her understanding of company
fundamentals. Thus, the tone of the voice may or may
not coincide with the specific words they are saying, in
particular if the company is under stress. In this case,
the executive may be coached to produce positive state-
ments, but will leak important and differing informa-
tion in his/her tone, e.g., by sounding depressed or dis-
missive. For the same reason, this emotional informa-
tion should predominantly be contained in answers to
scrutinizing analyst questions, and not in the relatively
scripted and rehearsed introductory remarks of an earn-
ings call.

In summary, research in different fields strongly sup-
ports the notion that: 1) humans produce characteristic
tonal signatures that reflect their understanding of com-
pany fundamentals; 2) the information in voice tone is
substantially independent of that contained in words and
can also not be well controlled/suppressed by the exec-
utive; and 3) specifically in particularly important situ-
ations (such as when the company is under stress), an
executive’s voice tone leaks information about the orga-
nization that is not available from any other source.

For all these reasons, systematically and quantitatively
assessing tone from voice recordings in earnings con-
ference calls should unlock an important and previously
not readily available source of alpha.



1.5. Availability of Voice-Based Alpha

Helios produces the first and currently only widely
available data products that deliver systematic analyt-
ics of an executive’s voice tone in earnings conference
calls. In this White Paper, we describe the rationale for
and principles of voice analytics, the quantitative out-
puts that are supported by these analytics, and strong
evidence that these data hold novel, substantial, and in-
dependent predictive information about different equity
variables.

Important Comment: The purpose of this White Paper
is to disclose relevant details about the generation and
validation of our data, and to document its value in al-
pha generation. While the general style of this docu-
ment is that of an academic research paper, we omitted
specific details that would enable replication of these
procedures. Also, the information in this White Paper
is considered proprietary information for the purpose of
Helios non-disclosure agreements.

2. Methods

2.1. Models of Human Emotions

To understand how to best extract features in voice
recordings that reflect emotions, it is helpful to under-
stand how emotions can be principally characterized.

Specific quantitative realities (such as the number of
cars produced by a particular factory) can readily be
measured with appropriate sensors (such as satellite im-
ages) and methods (such as computer vision). In con-
trast, emotions generally and voice tone specifically are
qualitative and subjective characterizations, and so it is
less clear how to best measure them.

Principally, there are categorical and dimensional ways
to think about emotions. One important example of cat-
egorical models of emotions has been put forward by
Ekman (1992) who argued that there are six basic emo-
tions (anger, disgust, fear, happiness, sadness, and sur-
prise), and that individuals can express each of them in-
dependently to varying degrees. While this model has
been widely accepted, it is not clear how the subtle tonal
cues likely expressed by an executive during a confer-
ence call (such as increased pausing or decreased rhyth-
micity) would map to these emotional categories.

Dimensional models appear to be better suited to the
task at hand, because they make quantitative assess-

ments of specific emotional states according to spe-
cific measureable dimensions. Two of the most com-
mon dimensions are arousal and valence (Banse and
Scherer, 1996, Barrett, 1998). Arousal is usually mea-
sured from low to high whereas valence is usually mea-
sured from negative to positive. This model appears to
be useful, because opposite emotions (such as happy
and sad) map to opposite points in this two-dimensional
arousal/valence space.

Based on these considerations, we extracted from the
voice specific features that have been shown by prior
acoustic and neurolinguistic research to be reflective of
differing levels of valence or arousal. Generally, prior
research has shown that arousal is usually well captured
by acoustic measurements, while valence can often be
better measured using semantic features.

2.2. Voice Features

Helios extracts 26 different features of the executive’s
voice from the audio recordings. These features include
prosodic features, i.e., suprasegmental and nonverbal
aspects of speech, such as, conversationally speaking,
voice intonation, accent, speed, volume, and inflection
(Scherer et al., 2003), as well as other acoustic and neu-
rolinguistic qualities of the tone of the voice.

If multiple executives (e.g., the CEO and CFO) were
giving the introduction or answering questions, these
voice features were derived from the primary executive
(usually the CEO) in the earnings call. Importantly, the
procedure to extract any of these voice features is not
informed in any way by any future information, or any
financial target variable.

We reference these 26 features within and across earn-
ings calls to account for differences in tonal characteris-
tics across different executives. Similar to commonly
available measurements for text-based sentiment, we
make those 26 features available separately for the pre-
pared remarks and the Q&A periods of an earnings call.
Finally, we produce two different statistical moments
(mean and standard deviation) from the many measure-
ments of those features during each call, resulting in a
total of 104 feature values (26 x 2 x 2) for each call. In
essence, these feature values give a fingerprint of the
characteristic tonal changes in voice of the executive
during this call.

These data form the basis for two products: Helios
COMPREHEND gives the 104 pre-processed voice fea-
tures, and Helios MERCURY provides a quantitative as-



sessment of the distress experienced by the executive
during the earnings call.

For each product, our historical dataset covers 58580
audio recordings of earnings calls sourced from an
enterprise-level data provider. They cover a period from
2005 to early 2021. The earnings calls are from a total
of 1188 equities that represent the rebalanced Russell
1000. Thus, there is no survivorship bias in the data.
Also, we did not exclude any samples from our dataset
for any reason. Thus, we did not add to the minimal
selection bias inherently imposed by the R1000.

3. COMPREHEND: Pre-processed
Voice Features

3.1. Introduction

Helios COMPREHEND provides the 104 pre-processed
voice features described above that together describe the
emotional state of the executive during an earnings call.
These features are predictive of different equity vari-
ables as described in the following sections. Because
these data require further modeling/analyses to translate
them into specific predictions, they are most useful to
quantitative researchers.

In contrast to live data, which are delivered through our
API, we deliver these historical data as a CSV file. Its
contents consist of many rows — one row for each con-
ference call. The format of each row is described in a
data dictionary provided with the CSV file.

3.2. Evaluation Methods

The 104 raw voice features in Helios COMPREHEND
hold information that allows for predictions of specific
equity variables measured after the earnings call. Be-
cause these data are solely derived from the tone of the
voice of executives during earnings calls, they do not
include or are in other ways informed by well-known
control variables (such as book-to-market ratio) that are
readily available to others. The following sections de-
scribe how these predictions are generated, and the re-
sults implied by these predictions. (Inclusion of control
variables in these predictions substantially further im-
proves the results described below.)

3.2.1. Model Generation

We used support vector regression (Drucker et al., 1997,
Smola and Schoélkopf, 2004) to establish the relation-
ship between an executive’s voice features during the
conference call with each considered equity variable
(such as the earnings surprise), and applied this under-
standing to unseen data.

Specifically, for each equity variable, we trained a
model on a set of earnings calls and tested it on the re-
maining earnings calls. We then repeated this process
for all calls so that each time, different earnings calls
became testing data. We then concatenated the predic-
tions of equity variables across all these calls.

3.2.2. Model Evaluation

We evaluate the performance of our predictive models
by calculating the Spearman correlation (r) between the
predicted and actual equity variables.

3.2.3. Statistical Testing

To identify whether our procedure produces forward-
looking predictions that are better than random, and
to also ensure that there are no algorithmic biases that
suggest spurious sources of information, we determined
whether our r values are statistically significantly higher
than those expected by chance. To do this, we applied
a bootstrap randomization test (Efron and Tibshirani,
1993) in which we randomly scrambled the equity vari-
ables across conference calls 200 times, and computed
one random Spearman’s r value for each such iteration,
which resulted in 200 measurements of randomized r
values. We modeled these measurements using a Gaus-
sian distribution (i.e., we calculated the » mean and stan-
dard deviation)'. We finally determined the probabil-
ity p that the observed value of r was generated by the
Gaussian model distribution of randomly generated r
values. With this procedure, we kept all statistical prop-
erties of both the input voice features as well as the eq-
uity target variables, and only destroyed the temporal
relationship between the two.

'We assessed the normality of these measurements using a Kol-
mogorov—Smirnoff (Massey Jr, 1951) test. This test determined that
93% of all distributions were considered Gaussian at the 0.05 level.



3.3. Voice Tone Predicts Equity Variables

The comparison of the actual and predicted equity vari-
ables suggests that the voice-based features available in
COMPREHEND are informative of aspects of the reac-
tion of the market (e.g., immediate volatility), reaction
of the analysts (e.g., next quarter’s earnings surprise), as
well as the future profitability of the firm (e.g., Tobin’s
Q). We are well aware of the practical issues (such as
actionability and/or Post-Earnings Drift (Bernard and
Thomas, 1989) around short-term predictions and that,
thus, corresponding information in voice tone may only
be useful in certain circumstances.

However, our results strongly suggest that voice-based
tone holds information about equity parameters that are
measured at least a quarter after the earnings call. Pre-
sumably, an executive will be aware of specific com-
pany fundamentals and this information will leak in
his/her voice tone. Because this information captured in
voice tone is not reflected in fundamental data or text-
based sentiment, it will not be systematically priced in
by analysts. In line with this expectation, voice-based
tone supports robust predictions of next quarter’s earn-
ings surprise (r = 0.069, p << 0.001) or other variables
such as Tobin’s Q (r = 0.168, p << 0.001).

Despite this encouraging finding, and despite the prior
research discussed in Section 1.3 and in Mayew and
Venkatachalam (2012), it is still possible that informa-
tion based on voice tone may be shared with informa-
tion from other sources, in particular important control
variables or text-based sentiment. The following three
sections forcefully argue that voice-based tone provides
independent information relative to more conventional
information, and that its inclusion improves predictions
of earnings surprise beyond that provided by text-based
sentiment derived from the executive’s words during the
same earnings calls.

3.3.1. Information from Voice Tone Provides Inde-
pendent Information

Evaluating the independence of information from voice-
based tone, we considered the following 8 control vari-
ables that have been used in previous studies (Collins
and Kothari, 1989, Mayew and Venkatachalam, 2012):

1. Book-to-Market Ratio: book value of equity di-
vided by market value of equity at end of quarter

2. Natural logarithm of the market value of equity

3. Unexpected Earnings: (actual earnings-mean ana-
lysts’ earnings forecast)/stock price

&

Momentum: CAR(-127, -2)

5. Stock Price Volatility: standard deviation of daily
stock returns over the period (-127, -2) relative to
earnings call date

6. Raw Return: daily return between earnings confer-
ence call date and previous date

7. Year (fixed effect)

8. Month (fixed effect)

For text-based sentiment, we derived the number of pos-
itive and negative words spoken by the executive dur-
ing the same earnings call using the list described in
(Loughran and McDonald, 2011), expressed them as the
fraction of total words, and calculated these fractions of
positive and negative words separately for: 1) the whole
transcript; 2) the prepared remarks; and 3) the Q&A pe-
riod. We derived one measurement of text-based sen-
timent for each earnings call using the same methods
(support-vector regression predicting earnings surprise,
cross-validation) used for voice-based tone.

Finally, we determined Spearman’s r between actual
and predicted earnings surprise measurements in five
ways:

1. voice tone alone (r = 0.069, as above)

2. voice tone after accounting for the 8 control vari-
ables using partial correlation

3. text-based sentiment alone

4. text-based sentiment after accounting for the 8 con-
trol variables

5. voice tone after accounting for the 8 control vari-
ables and text-based sentiment

The results of these analyses are shown in Fig. 1. They
demonstrate that voice-based tone provides robust in-
formation about the earnings surprise (r = 0.038, p <<
0.001) even after accounting for important control vari-
ables and text-based sentiment.

3.3.2. Voice Tone is Particularly Informative When
it Goes Against Text-Based Sentiment

We know that what executives say will often concur
with how they are saying it — presumably when their
understanding of the firm coincides with their descrip-
tion of it. Thus, when the effect of text-based sentiment
is removed, a fraction of earnings calls will have little
or no distinctive voice-based information, thereby di-
minishing alpha when calculated across all calls as in
the right-most bar in Fig. 1.
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Figure 1. Voice-based tone gives independent information. The
bars give r values of Spearman’s direct/partial correlation of predic-
tions of the earnings surprise for voice-based tone, text-based senti-
ment, as well as their contrasts to control variables.

Hence, identifying the cases in which the information
in voice tone goes against that of text-based sentiment.
Our additional analyses suggest that this is indeed the
case. Specifically, we excluded different fractions of
earnings calls in which voice-based information was the
most similar to that provided by text-based sentiment,
and calculated partial Spearman’s r for voice-based tone
against the control variables and text-based sentiment
(as done above) for the remaining calls. When we ex-
cluded 25% or 50% of earnings calls, we achieved fur-
ther improvements in our predictions (r = 0.039 and
r = 0.043, respectively). Thus, this or similar proce-
dures may be useful for identifying those cases in which
voice-based tone provides unique information.

3.3.3. Voice-Based Tone Adds Information to Text-
Based Sentiment

To produce the final piece of evidence that voice-based
tone adds to information in text-based sentiment, we
produced predictions of the earnings surprise from: 1)
voice-based tone; 2) text-based sentiment; and 3) voice-
based tone and text-based sentiment together. The re-
sults are shown in Fig. 2. They document that infor-
mation from voice-based tone adds distinctive informa-
tion to predictions of the earnings surprise based on text-
based sentiment alone.
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Figure 2. Voice-based tone adds information to that given by text-
based sentiment. The bars give r values of Spearman’s correlation of
predictions of the earnings surprise for voice-based tone, text-based
sentiment, as well as for both sources of information together.



3.4. Voice-Based Tone Provides Novel and
Valuable Insights Into M&A Events

3.4.1. Mergers and Acquisitions

Mergers and acquisitions (M&As) play a key role in
sculpting a firm’s corporate structure, and, thus, are one
of the most important transactions a firm can engage in.
The term M&A stands for a transaction that takes place
in the market for corporate control, where one firm uses
cash or stock to acquire another firm’s equity (Manne,
1965). Mergers and acquisitions have traditionally been
an essential tool for growth of many organizations. For
example, Alexandridis et al. (2010) provided evidence
that M&A deals create value that leads to positive and
statistically significant excessive returns for acquiring
organizations.

M&A events have routinely attracted substantial at-
tention in the media, such as Microsoft’s purchase of
Nokia’s handset and services business for $7.2b in 2013,
or Morgan Stanley’s recent $13b purchase of E*Trade
Financial in early 20202. Many academic studies have
evaluated the relationship between different characteris-
tics of the firm or the merger/acquisition and the reac-
tion of the marget (e.g., Travlos (1987), Schwert (2000),
Gondhalekar et al. (2004), Moeller et al. (2004), Ma-
sulis et al. (2007), Rodrigues and Stegemoller (2014);
Betton et al. (2008) for a detailed review), and have pro-
duced important insights into the M&A process. For in-
stance, Travlos (1987) revealed significant differences
in abnormal returns between common stock exchanges
and cash offers (Masulis et al., 2007) in that acquirers
with more anti-takeover provisions experience signifi-
cantly lower announcement-period abnormal stock re-
turns.

Research also shows that the explanatory power of mod-
els derived from these insights is rather limited (Rout-
ledge et al., 2017). This is unfortunate, because M&A
events provide significant opportunities for investors as
they often lead to a large and rapid change in market
prices. Consequently, any improvement in the ability to
predict which firms may be involved in upcoming M&A
announcements and how the announcement will be eval-
uated by the market should prove to be highly profitable.

The following sections illustrate, using a large database
of more than 10,000 of M&A announcements, that He-
lios COMPREHEND data provide clues about: 1) an

’https://wuw.washingtonpost.com/business/2020/02/
20/morgann-stanley-etrade/

upcoming merger announcement; 2) firm performance
in the year following the announcement; 3) cumulative
abnormal returns three months or more after the an-
nouncement; and suggest that this information should
prove to be valuable in investments in the M&A space.

3.4.2. Database of M&A Events

The source of the data in the following subsections are
10,018 M&A events from 2005 to 2020 in Thomson
Reuters’ SDC Platinum database, as well as associ-
ated measures of future firm performance from COM-
PUSTAT and measurements of abnormal returns from
CRSP. We restricted our sample to merger announce-
ments where the acquiring firm was public and part of
Helios’ data universe, and where the deal value was
larger than $ 1 million. Additionally, we focused on
only those deals for which the acquiring firm owned
less than 50% of the target’s shares before the announce-
ment.

We evaluated future firm performance given eight dif-
ferent measurements: net profit, price/operating ra-
tio, price/earnings ratio, return on asset (ROA), return
on equity (ROE), Tobin’s Q, cash/liability ratio, and
debt/asset ratio. We calculated these variables for the
fiscal year following the announcement.

We also evaluated cumulative abnormal returns at 1, 2,
3,4,5,6, 30, 60, 90, 180, and 360 days after the M&A
announcement. These CAR measurements were calcu-
lated using total returns (i.e., the adjusted close), and
hence include splits and dividends. Thus, even if ex-
ecutives only leak moderate information about future
abnormal returns in their voice tone, this information
would be highly actionable and should support prof-
itable trading.

3.4.3. Voice Tone Predicts Whether or not a Firm
May Announce a Merger

We first determined whether voice tone can be used to
stratify firms into those that may or may not announce
M&A events, and thereby hypothesized that the tone of
the voice of the executive provides clues that are only
found around M&A events.

We evaluated this hypothesis by first identifying all
25,934 earnings calls between 720 days prior to and
480 days following each of the 10,018 M&A announce-
ments. We then asked whether voice tone can differen-
tiate the period immediately prior to and after an M&A
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announcement (360 days prior to and 180 days; M&A
period) from other times in which no announcement was
made (all other times; no M&A period). To do this,
we labeled all 15,136 earnings calls in the M&A period
with 1, and the remaining 10,798 earnings calls with 0,
and randomly subsampled 10,798 earnings calls from
the pool of 15,136 calls. Thus, this procedure provided
an equal number of earnings calls during the M&A and
no M&A periods. Hence in absence of any information
in voice tone, random accuracy in predicting either of
these two periods would be 50%.

We then fed the 104 voice-based features and M&A/no
M&A labels for the 21,596 earnings calls to a support-
vector classifier (10-fold cross validation) to determine
to what extent the voice-based features can predict the
correct /1 label and, thereby, the correct period. The re-
sults show that this procedure correctly predicted 51.8%
of earnings calls and that actual and predicted labels
were significantly correlated with each other (r=0.0365,
p<<0.001, Spearman’s correlation). Moreover, when
we averaged the predictions in each quarter prior to and
following an M&A announcement, the results (red trace
in Fig. 3 and corresponding standard error) clearly re-
veal that an executive begins to leak information about
the upcoming M&A announcement approximately 5
quarters prior to the announcement. We hypothesize
that these vocal clues reflect the executive’s increasingly
emotional reaction (such as anxiety) leading up to the
official announcement.

VOICE SIGNAL

-8 -6 -4 -2 0 2
QUARTER PRIOR TO/AFTER M&A ANNOUNCEMENT

Figure 3. Voice-based tone gives information about an impending
M&A event.

Table 1. Information in voice tone in the earnings call immediately
preceding an M&A announcement about firm performance metrics
the fiscal year after an M&A announcement.

Firm Performance Metric r p

net profit 0.163 | <<0.001
price/operating ratio 0.217 | <<0.001
price/earnings ratio 0.212 | <<0.001
return on asset (ROA) 0.114 | <<0.001
return on equity (ROE) 0.100 | <<0.001
Tobin’s Q 0.212 | <<0.001
cashyliability ratio 0.189 | <<0.001
debt/asset ratio 0.211 | <<0.001

3.4.4. Voice Tone Predicts Future Firm Performance

We then used the methods described in Section 3.2 to
determine to what extent an executive’s voice tone dur-
ing the earnings call immediately prior to an M&A an-
nouncement holds information about future firm perfor-
mance of the acquirer or target. The results are shown
in Table 1. They indicate that voice tone has robust
(r=0.1-0.21) and statistically significant (p<<0.001) in-
formation about all eight performance metrics that we
evaluated.

3.4.5. Voice Tone Predicts Future Cumulative Ab-
normal Returns

We then determined to what extent an executive’s voice
tone during the earnings call immediately prior to an
M&A announcement holds information about cumula-
tive abnormal returns after the announcement. The re-
sults are shown in Table 2. They indicate that voice tone
does not hold much information about cumulative ab-
normal returns in the days and weeks after an announce-
ment, but holds robust information (up to r=0.093) after
at least a quarter after the announcement. We hypothe-
size that the tone of the voice of the executive reflects, in
part, the executive’s internal assessment of the prospects
of the merger. Because only limited information cur-
rently informs pricing during M&A events, and because
none of that information is based on voice tone, voice
tone cannot explain the relatively immediate reaction of
the market. However, after several months, the execu-
tive’s internal assessment during the call will manifest
itself in firm performance, which in turn leads to pre-
dictable cumulative abnormal returns.



Table 2. Information in voice tone in the earnings call immediately
preceding an M&A announcement about cumulative abnormal returns
at varying days following the announcement.

CAR(t) r P

1 0.020 0.037
2 -0.002 0.844
3 0.014 0.133
4 -0.003 0.725
5 0.013 0.178
6 0.023 0.015
30 0.024 0.010
60 0.015 0.123
90 0.042 <0.001
180 0.033 0.001
360 0.093 | <<0.001

3.4.6. Information in Voice Tone Provides Valuable
Investment Guidance in the M&A Context

In the previous section, we described the successful pre-
diction of abnormal returns after varying amounts of
time after the M&A announcement given the tone of the
voice of the executive in the earnings call preceding the
M&A event.

We then asked to what extent these predictions may be
valuable for trading in the M&A space. Our calcula-
tions of abnormal returns already include corrections
for beta/industry trend, and include splits and dividends.
Thus, they allow for relatively direct inference of po-
tential value. While it is obvious that there are many
ways to use the information provided in our predictions,
we can devise a simple trading strategy that would en-
ter a certain stock if our prediction of abnormal returns
suggests a positive return, and then exit at the corre-
sponding time. Implementing this strategy, we also cal-
culated the difference between cumulative abnormal re-
turns indicated by the voice tone predictions and the av-
erage of all cumulative abnormal returns, which defined
the Abnormal Growth Rate (in basis points/not annu-
alized). The results are shown in Fig. 4. They con-
firm the results shown in the previous section in that the
tone of the voice provides the most information beyond
a few months after the announcement, and suggest an
expected return (of using voice tone) of close to 700 ba-
sis points for an investment with a 360-day horizon.
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Figure 4. Voice-based tone gives valuable information.

4. MERCURY: Voice-Based Dis-
tress

4.1. Introduction

Helios Mercury provides a proprietary assessment of
the distress experienced by the executive during his/her
responses to the questions in the Q&A period in the
earnings call. At present, Helios provides one distress
measurement for each earnings call. We are also in
final testing of a graphical dashboard that shows dis-
tress measurements for an executive’s answer to each
analyst question. As such, in contrast to COMPRE-
HEND, which is optimized for interpretation by com-
puters, MERCURY provides data that are optimized for
interpretation by human analysts.

The distress signal provided in MERCURY is scaled be-
tween 0-5 that can be interpreted as follows:

o 0-1: low distress

e [-2: average distress
e 2-3: high distress

e 3-4: very high distress

e 4-5: maximal distress

Progressively higher distress measurements are thought
to reflect the executive’s understanding that aspects of
the firm are experiencing problems. Thus, it can be use-
ful component for identifying companies that are likely
going to default. Indeed, the Helios distress measure-
ment is one of five data sources in the Default Reveal
tool, a product designed by Eagle Alpha and champi-
oned by Dean Barr, the former Chief Investment Officer



for Deutsche Bank. The Helios distress measurement is
also useful for identifying worrysome macroeconomic
trends affecting all or some industries. For example, the
results shown in Section 4.2 below document that dis-
tress measurements revealed that companies are experi-
encing the largest levels of distress over the past decade
during the ongoing COVID pandemic.

Helios MERCURY historical data are delivered as a
CSV file. Its contents consist of many rows — one row
for each conference call. The format of each row is de-
scribed in a data dictionary provided with the CSV file.

4.2. Distress Across Time and Industries

Helios Distress characterizes the level of distress ex-
perienced by an executive during an earnings call —
presumably a proxy of the level of problems facing
the firm. The results shown here indicate that, when
pooled across companies, the distress index identifies
the level of stress experienced by firms during the ongo-
ing COVID-19 pandemic.

Fig. 5 illustrates averaged distress values across >50k
earnings calls and 1200 equities in North America.
During the ongoing COVID-19 pandemic, firms exhibit
the highest level of stress of any time over the past
decade.

Fig. 6 documents the year-over-year changes (March-
August 2020 vs. March-August 2019) in average dis-
tress values for all 12 industries in the Fama-French 12
Industry classification. The results suggest that indus-
tries are differentially affected by the COVID pandemic,
and may also point to industries that are experiencing
more general problems.

5. Conclusion

The methods, analyses, and results described in this
White Paper confirm that Helios technology translates
the tone of the voice of an executive during conference
calls into a novel, predictive, and independent source of
alpha for equities in the R1000.

6. About Helios

Founded in 2017, Helios Life Enterprises (HLE) is a pi-
oneer in voice-based tonal analysis. HLE is the first and
currently only company to conceive and devise a widely
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Figure 5. Average distress index across years.

available data platform that delivers systematic analyt-
ics of an executive’s voice during earnings conference
calls. These analytics provide novel information that is
useful for predicting future earnings surprise, company
performance, and cumulative abnormal returns in the
context of M&A events. Core product offerings include:
Helios COMPREHEND for quant researchers, and He-
lios MERCURY for fundamental researchers, analysts,
and decision makers across all industries.
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