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Visual Object Recognition
Computational Models and Neurophysiological Mechanisms
Neuro 130/230. Harvard College/GSAS 78454 

Class 1 [09/11/2023]. Introduction to Vision

Class 2 [09/18/2023]. The Phenomenology of Vision

Class 3 [09/25/2023]. Natural image statistics and the retina

Class 4 [10/02/2023]. Learning from Lesions

Class 5 [10/16/2023]. Primary Visual Cortex

Class 6 [10/23/2023]. Adventures into terra incognita 

Class 7 [10/30/2023]. From the Highest Echelons of Visual Processing to Cognition

Class 8 [11/06/2023]. First Steps into in silico vision

Class 9 [11/13/2023]. Teaching Computers how to see

Class 10 [11/20/2023]. Computer Vision

Class 11 [11/27/2023]. Connecting Vision to the rest of Cognition

Class 12 [12/04/2023]. Visual Consciousness

FINAL EXAM, PAPER DUE 12/14/2023. No extensions.



Previously on computer vision…



The Turing test

Image credit: Encyclopædia Britannica

Juan Alberto Sánchez Margallo, WikimediaTuring, 1950

https://www.britannica.com/biography/Alan-Turing/images-videos#/media/1/609739/76239
https://commons.wikimedia.org/wiki/File:Test_de_Turing.jpg


The Turing test for vision

Turing, 1950



Vision-language tasks



Image captioning



Johnson et al, ICCV 2017

Visual question answering (VQA)



GPT-4
Vision



GPT-4
Vision



GPT-4
Vision



https://llava-vl.github.io/


VicunaCLIP-vision (ViT-L/14)

LLaVA architecture



What would LLaVA say?
shorturl.at/esyD6

llava.hliu.cc

shorturl.at/esyD6
llava.hliu.cc


Computer
vision to help
people-in-need
see



Can computer vision really reason?



“What is different between categories 1 and 2?”

Hard tests for visual cognition using simplified, 

controlled datasets



Fleuret et al., 2011

Kim et al., 2018

Example visual reasoning tasks



What color is the object with the same size as the blue metallic cylinder?

Johnson et al., 2016

Example task to test compositional
visual reasoning—CLEVR dataset

https://arxiv.org/abs/1612.06890


What color is the 

object with the same 

size as the blue 

metallic cylinder?

Green



What color is the 

object with the same 

size as the blue 

metallic cylinder?

Green
Find blue 

metallic 

cylinder

Compare 

sizes

Describe 

color



How many objects are the same size as the ball?

Compositional Visual reasoning



What color is the 

object with the 

same size as the 

blue metallic 

cylinder? Green

Find blue 

metallic 

cylinder

Compare 

sizes

Describe 

color

How many 

objects are the 

same size as the 

ball? Find ball
Compare 

sizes
Count One

Compositional Visual reasoning
—Reusable subroutines



Compositional Visual reasoning
—Reusable subroutines

What color is the 

object with the 

same size as the 

blue metallic 

cylinder?

Green

How many 

objects are the 

same size as the 

ball?

One



Raven’s progressive matrices (RPMs)

Raven, 1938



RPMs as a testbed for compositional visual 
reasoning

Ongoing work by Shane Shang in Gabriel’s lab

Barrett et al., 2018

Relation: Progression XOR

Attribute: Size Color

Train Test

Prog. size

Prog. color

XOR size

XOR color

Train Prog. size

Prog. color

XOR size

Test XOR color

Standard (i.i.d.)

Cross-val. Compositional

Generalization

https://arxiv.org/abs/1807.04225


Barrett et al., 2018

https://arxiv.org/abs/1807.04225


Closing the vision-action loop with RL



Closing the vision-action loop with RL—
AlphaGo



Closing the vision-action loop with RL—
AlphaGo

Silver et al., 2016

https://www.nature.com/articles/nature16961


AlphaGo uses CNNs



AlphaGo uses CNNs and tree search



1. Humans can combine vision with flexible cognitive abilities; algorithms that 

aspire to do the same can be tested with a “Turing test for vision.”

2. Deep learning models can be built to handle multimodal input.

3. Large language + vision models are making strides toward (casual) human-

like ability.

4. An ”intelligent” computer vision system can be of practical help to people 

who need help seeing.

5. Controlled, compositional tasks are a hard test for visual cognition.

6. Deep learning models can learn vision to support action.

Summary
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