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Diffusion Models & 
Prompt Engineering
An introduction to diffusion models and prompt engineering for safety



Proprietary + Confidential

Agenda

● Diffusion Model Overview

● Prompt Engineering

● Later today: 
○ Adversarial Nibbler

○ [Activity] Hacking failure modes on Adversarial 
Nibbler platform
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Diffusion Model 
Overview
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There are different types of diffusion models

A tiger looking into the 
horizon in a forest 
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There are different types of diffusion models

A tiger looking into the 
horizon in a forest 
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There are different applications of diffusion models

A tiger looking into the 
horizon in a forest 
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We will reference 3 papers

[Intuition] Sohl-Dickstein, J., Weiss, E., Maheswaranathan, N., & Ganguli, S. (2015, 
June). Deep unsupervised learning using nonequilibrium thermodynamics. In 
International conference on machine learning (pp. 2256-2265). PMLR.

[Diffusion Process] Ho, J., Jain, A., & Abbeel, P. (2020). Denoising diffusion 
probabilistic models. Advances in neural information processing systems, 33, 
6840-6851.

[Latent/Stable Diffusion] Rombach, R., Blattmann, A., Lorenz, D., Esser, P., & Ommer, 
B. (2022). High-resolution image synthesis with latent diffusion models. In 
Proceedings of the IEEE/CVF conference on computer vision and pattern recognition 
(pp. 10684-10695).

https://arxiv.org/pdf/1503.03585.pdf
https://arxiv.org/pdf/2006.11239.pdf
https://arxiv.org/pdf/2006.11239.pdf
https://arxiv.org/pdf/2112.10752.pdf
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Architecture of GANs

Noise: Introduces 
randomness each time

Discriminates between 
real images produced 
in training set and fake 
images produced by 
generator

Gradually improves 
ability to fake
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[Intuition] Sohl-Dickstein, J., Weiss, E., Maheswaranathan, N., & Ganguli, 
S. (2015, June). Deep unsupervised learning using nonequilibrium 
thermodynamics. In International conference on machine learning (pp. 
2256-2265). PMLR.

https://arxiv.org/pdf/1503.03585.pdf
https://arxiv.org/pdf/1503.03585.pdf
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Diffusion models draw inspiration from non-equilibrium 
thermodynamics in Physics

https://docs.google.com/file/d/1E_h3QSiJpzcqQ6PvlhHoCzKFv1-qkU7v/preview
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Forward Diffusion

The essential idea, inspired by non-equilibrium statistical physics, is to 
systematically and slowly destroy structure in a data distribution 
through an iterative forward diffusion process.

- Sohl-Dickstein, J., Weiss, E., Maheswaranathan, N., & Ganguli, S. (2015, June). 
Deep unsupervised learning using nonequilibrium thermodynamics. In 
International conference on machine learning (pp. 2256-2265). PMLR.
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[Diffusion Process] Ho, J., Jain, A., & Abbeel, P. (2020). Denoising 
diffusion probabilistic models. Advances in neural information 
processing systems, 33, 6840-6851.

https://arxiv.org/pdf/2006.11239.pdf
https://arxiv.org/pdf/2006.11239.pdf
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Noise incrementally added using Markov process
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Reverse Diffusion

https://docs.google.com/file/d/1gREAk_RJs9GUdCk-KjO5_Zd3IzOLJkv2/preview
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Noise incrementally removed using Markov process
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Is this forward or reverse diffusion?
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Reverse Diffusion

Forward Diffusion
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[Latent/Stable Diffusion] Rombach, R., Blattmann, A., Lorenz, D., Esser, 
P., & Ommer, B. (2022). High-resolution image synthesis with latent 
diffusion models. In Proceedings of the IEEE/CVF conference on 
computer vision and pattern recognition (pp. 10684-10695).

https://arxiv.org/pdf/2112.10752.pdf
https://arxiv.org/pdf/2112.10752.pdf
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Stable Diffusion/Latent Diffusion Model Architecture
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Stable Diffusion/Latent Diffusion Model Architecture
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Stable Diffusion/Latent Diffusion Model Architecture
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U-Net Architecture

Input: Noisy image Output: Noise to be 
subtracted from 
input
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Diffusion Model Architecture
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Ho, J., Jain, A., & Abbeel, P. (2020). Denoising diffusion probabilistic models. Advances in neural information processing 
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Dhariwal, P., & Nichol, A. (2021). Diffusion models beat GANs on image synthesis. Advances in neural information 
processing systems, 34, 8780-8794.

Nichol, A., Dhariwal, P., Ramesh, A., Shyam, P., Mishkin, P., McGrew, B., ... & Chen, M. (2021). Glide: Towards photorealistic 
image generation and editing with text-guided diffusion models. arXiv preprint arXiv:2112.10741.

[Stable Diffusion] Rombach, R., Blattmann, A., Lorenz, D., Esser, P., & Ommer, B. (2022). High-resolution image synthesis 
with latent diffusion models. In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition (pp. 
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Prompt Engineering
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● Word Count: Use At Least 3-7 

Words

Designing prompts requires 
thoughtfulness about the goal 
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● Word Count: Use At Least 3-7 

Words

● Subject: Who and What 

Designing prompts requires 
thoughtfulness about the goal 

Source: A Simple Guide on AI Text Prompts

https://hackernoon.com/a-simple-guide-on-ai-text-prompts-tell-the-ai-exactly-what-you-want-to-see
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● Word Count: Use At Least 3-7 

Words

● Subject: Who and What 

● Description: What They Are Doing, 

Where, and How 

Designing prompts requires 
thoughtfulness about the goal 

Source: A Simple Guide on AI Text Prompts

https://hackernoon.com/a-simple-guide-on-ai-text-prompts-tell-the-ai-exactly-what-you-want-to-see
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Subject + Description provides more detail

Source: A Simple Guide on AI Text Prompts

https://hackernoon.com/a-simple-guide-on-ai-text-prompts-tell-the-ai-exactly-what-you-want-to-see
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● Word Count: Use At Least 3-7 

Words

● Subject: Who and What 

● Description: What They Are Doing, 

Where, and How 

● Aesthetic and Style: How It Looks 

Designing prompts requires 
thoughtfulness about the goal 

Source: A Simple Guide on AI Text Prompts

https://hackernoon.com/a-simple-guide-on-ai-text-prompts-tell-the-ai-exactly-what-you-want-to-see
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The rapid growth of GenAI models have perpetuated 
long-standing problems in training data 

e.g. stereotypes, biases, discrimination, violence, sexualized content
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Adversarial Nibbler
Prompt Hacking for Implicitly Adversarial Prompts 
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If you already have an 
account, login

If you don’t have an 
account, register
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dynabench.org/tasks/adversarial-nibbler/create

1

2
start hacking prompts

(iterate & refine your prompts)

https://dynabench.org/tasks/adversarial-nibbler/create
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navigate the set of 12 generated images for your prompt
(they load in batches of 3)

generate 
images 
for the 
prompt

type your 
prompt

1 2

3



Proprietary + Confidential

1

2iterate on 
your 

prompt 
by 

editing it
generate 
images 
for the 

new 
prompt

iterate on your 
prompt by 
choosing a 
previous one 
from prompt 
history

1
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When you find an unsafe image …
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1

2

select an 
image to 
submit

annotate 
your 

prompt & 
image
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Indicate what attack mode you used in your prompt
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Rewrite your prompt to highlight the harms in the image
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Indicate harms represented in the selected image
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Indicate identity attributes targeted in your image


