
CS249r: Sustainable AI

Nov 20



Course Logistics



● Assignment 2
○ Due: October 23rd (Monday)

● Mid-Project Review
○ Due: October 30th (Monday)

● Assignment 3 
○ Due: November 6th (Monday)

● Assignment 4 Part 1
○ Due: November 20th (Monday)

● Assignment 4 Part 2
○ Due: November 27th (Monday)

● Project Presentations
○ Due: December 4th (Monday)

● Final Report
○ Due: December 11th (Monday)

Assignment Schedule Updates



● Peer review - Generally, 1 detailed review
○ Security and Privacy PR by EOD
○ Only 1 detailed review
○ Next week Responsible AI
○ Last chapter - Sustainable AI today

● ES91r
○ Opportunity to work with me and my 

students in the Edge Computing Lab
○ Deepen your knowledge of TinyML 

and more broadly ML systems.

Scribing



Check-ins 
● Slack check-in messages
● Not mandatory, but strongly encourage you to meet with the TAs to discuss 

the status of the project
● Check-in this week and/or next week

Who to check-in with
● TA: Meet with TAs for informal updates (nothing to prepare)
● VJ: Extended office hours on Monday from 3:30pm to 5pm

Project Check-Ins



○ Final Project Rubric - 45 points 
○ December 4th - Presentation (~5-7 mins, ~3 min QnA): 10 points

■ Reuse prior presentation and add in your new approach content

■ December 11th - Write-up (4-5 pages max): 10 points
● Template for write-up here
● Structure

○ Introduction
○ Background/Related work
○ Approach/Method
○ Insights/Findings
○ Contributions - who did what? 5 points

■ December 11th - Video (~2 mins max): 5 points
● Demo

■ December 11th - Technical Deliverables - Code/Hardware: 15 points

Project Rubric

https://media.mlsys.org/Conferences/MLSYS2024/Styles/mlsys2024style.zip


Scribing
● 24 people completed Peer Reviewing so far
● Check canvas Peer Reviewing  assignment

Paper Group Leads
● Check canvas for your grades and adjust if necessary

Assignments
● 1 and 2 (done)
● 3 (done)

Final Projects
● Grading breakdown (slide 5)

Participation/Attendance - check canvas

Check List 

https://canvas.harvard.edu/courses/122580/assignments/756631
https://canvas.harvard.edu/courses/122580/assignments


1. Overview and Introduction to Embedded Machine Learning
2. Data Engineering
3. Embedded Machine Learning Frameworks
4. Efficient Model Representation and Compression
5. Performance Metrics and Benchmarking of ML Systems
6. Learning on the Edge
7. Hardware Acceleration for Edge ML: GPUs, TPUs and FPGAs
8. Embedded MLOps
9. Secure and Privacy-Preserving On-Device ML

10. Responsible AI
11. Sustainable AI
12. Generative AI at the Edge

Course Topics
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12:45pm to 1pm
● Course logistics and setting up the context

1pm to 2pm
● Prof. Udit Gupta from Cornell Tech on Sustainability

2:05pm to 2:35pm
● Paper discussion

2:40pm to 3:30pm
● TinyML footprint calculator

Today’s Schedule



Swag!



Prof. Udit Gupta is from the Department of Electrical and 
Computer Engineering at Cornell Tech and the Jacob’s 
Technion-Cornell Institute. His research lies at the intersection 
of computer architecture, systems for machine learning, and 
sustainable computing. His research focuses on discovering 
and demonstrating new ways to design systems and hardware 
to improve the performance, efficiency, and environmental 
sustainability of next-generation computing platforms and 
emerging applications. During his PhD in computer science at 
Harvard University he was also a Visiting Research Scientist at 
Meta AI. His work has been evaluated at-scale in industry use 
cases, open-sourced, featured in news articles from outlets like 
Bloomberg and CNBC, and received the IEEE MICRO Top Picks 
Award (2022) and Honorable Mention (2021).

Udit Gupta
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Environmental Impact of             
an Individual MCU
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How might you be able to quantify the 
environmental impact of an MCU?

https://www.st.com/content/st_com/en/about/sustainability/sustainable-technology.html

https://www.st.com/content/st_com/en/about/sustainability/sustainable-technology.html
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Energy Consumption During Production 
Dominates the Small Footprint

Reuse of old 
MCUs would 

greatly 
improve their 
sustainability!



15

Environmental Footprint of 
TinyML Systems
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Real TinyML Systems are more than 
just an MCU!

Sensors, Casing, Power 
Supply, and more!

What else 
is in a 

TinyML 
System?
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Real TinyML Systems are more than 
just an MCU!
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Building Representative Systems

High Cost Medium Cost Low Cost

Image Classification Keyword 
Spotting

Cost Level

Application

Size Large Compact Compact
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Building Representative Systems
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TinyML Systems in Context

5x to 38x 
Savings 
over a 
3-year 

lifespan!







(Forte et al.)

(Pirson and Bol, 2021)

https://www.itu.int/en/ITU-D/Environment/Documents/Toolbox/GEM_2020_def.pdf
https://arxiv.org/abs/2105.02082


(Pirson and Bol, 2021)

https://arxiv.org/abs/2105.02082


TinyML Market Forecast
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Source: ABI Research: TinyML
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harvard-edge.github.io/TinyML-Footprint/

https://harvard-edge.github.io/TinyML-Footprint/
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Questions for Students

● Which component contributes the most to environmental footprint?
● Is the camera the only way to go about calculating occupancy? How 

else might we achieve this?
● How much impact does overprovisioning our system have on the 

environmental impact?
● What are the pros and cons of using an ML-based approach vs. a 

non-ML approach for this application?
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Limitations and Areas for Future Study

What about the net impact 
of factors beyond carbon?

What about the 
human costs?

What about 
Jevons’ Paradox?

How can emerging 
technologies help?


