
CS249r: Model 
Optimizations 

Oct. 2, 2023



Course Logistics



● Due Dates:
○ Part 1: Oct 2nd (TODAY)
○ Part 2: Oct 10th

● Questions/Concerns?

Assignment #1



● Week of topic
○ Meet with Matthew & VJ (schedule 

via Slack)
○ Create a google doc
○ Share with staff
○ Iterate on rough outline with VJ/Matt
○ After 👍from staff, put changes in a 

single forked repo
○ Create one PR with the entire chapter
○ Classmates will peer review using the 

PR

Scribing 



Peer Reviewing

● This week (10/2 - 10/8)
○ Navigate to the PR for Data 

Engineering: [Will Update Link to 
PR]

○ Render the chapter using Quarto
○ Read over the chapter and make 

comments directly on the GitHub 
PR

○ See scribing instructions

https://docs.google.com/document/d/1izDoWwFLnV8XK2FYCl23_9KYL_7EQ5OWLo-PCNUGle0/edit#heading=h.zcy4zbwrbk3r


1. Scribe: Jessica
2. Peer Reviewer: Ike
3. Scribe makes PR from their group’s forked repo
4. Staff will provide classmates with link to the group’s repo, and a link to 

the PR
5. Use the GitHub interface to comment directly on the PR

a. To render the book locally, pull the group’s forked repo and run 
“quarto publish”

Peer Reviewing - Quick Demo

https://github.com/harvard-edge/cs249r_book/pulls
https://github.com/jessicaquaye/cs249r-demo/tree/main


● Join the #projects channel and post your interests 
● Once you find a group, sign up on the spreadsheet

Project Sign-Ups due by 11:59pm today!
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● Reducing latency and cost for inference for both cloud and edge devices 
(e.g. mobile, IoT)

● Deploying models on edge devices with restrictions on processing, 
memory and/or power-consumption

● Reducing payload size for over-the-air model updates
● Enabling execution on hardware restricted-to or optimized-for fixed-point 

operations
● Optimizing models for special purpose hardware accelerators.

Model Optimization Use Cases



Model Pruning
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Dense Sparse
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Sparse

Packed

CPU

2X Faster Execution



Pruning

PRUNING 
SYNAPSES



Weights Pruning

Sensitivity 
Analysis

Network 
Thinning

Automated 
Scheduling

Activation 
Statistics

Magnitude 
Pruning

Sensitivity 
Pruning

Level 
Pruning

Network 
Surgery

Structured 
Pruning

Network 
Trimming

Hybrid 
Pruning



Weights Pruning

Sensitivity 
Analysis

Network 
Thinning

Automated 
Scheduling

Activation 
Statistics

Sensitivity 
Pruning

Level 
Pruning

Network 
Surgery

Structured 
Pruning

Network 
Trimming

Hybrid 
Pruning

Magnitude 
Pruning



● Sparse models are easier to 
compress

Magnitude Pruning



● Sparse models are easier to 
compress

● We can skip the zeroes 
during inference for latency 
improvements

Magnitude Pruning



● Sparse models are easier to 
compress

● We can skip the zeroes 
during inference for latency 
improvements

● Up to 6x improvement

Magnitude Pruning
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Unstructured Pruning
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Image Classification



Language Translation



Keyword Spotting
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Model Quantization















Storage size: Smaller 
neural network models 
occupy less storage space 
on your device, and in 
moving from 32-bits to 
8-bits we readily get 4x 
reduction in memory.

Storage & RAM Size
The  Arduino Nano 33 BLE only has 
256KB of RAM (memory) and 1MB 
of Flash (storage) 

























































































Paper Discussions



Paper Discussion #1 - A Survey of Quantization 
Methods for Efficient Neural Network Inference



Paper Discussion #2 - The Lottery Ticket Hypothesis: 
Finding Sparse, Trainable Neural Networks



Guest Speaker



Song Han
Song Han is an associate professor at MIT 
EECS. He is one of the pioneers of TinyML 
research that brings deep learning to IoT 
devices, enabling “learning on the edge”. 
Song’s cutting-edge research in efficient AI 
computing has profoundly influenced the 
industry. He was the cofounder of DeePhi 
(now part of AMD), and cofounder of 
OmniML (now part of NVIDIA).

Personal Website

Google Scholar

https://songhan.mit.edu/
https://scholar.google.com/citations?user=E0iCaa4AAAAJ&hl=en
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Framework Differences

Micro



Training Yes No No

Inference
Yes

(but inefficient
on edge)

Yes
(and efficient)

Yes
(and even 

more efficient)

How Many Ops ~1400 ~130 ~50

Native Quantization 
Tooling + Support No Yes Yes

Micro
Model


