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Course Logistics



● Assignment 2
○ Due: October 23rd (Monday)

● Mid-Project Review
○ Due: October 30th (Monday)

● Assignment 3 
○ Due: November 6th (Monday)

● Assignment 4 Part 1
○ Due: November 20th (Monday)

● Assignment 4 Part 2
○ Due: November 27th (Monday)

● Project Presentations
○ Due: December 4th (Monday)

● Final Report
○ Due: December 11th (Monday)

Assignment Schedule Updates



● Grading
○ Please reach out via email if you have any questions or concerns 

(cs249r-fa23-tinyml@googlegroups.com)

● Rubric

Assignment 2



Due: November 6 at 11:59 pm 

Objective: 
● Explore Tensorflow ecosystem (Tensorflow -> 

Tensorflow Lite -> Tensorflow Lite Micro) 
● Model Optimization (quantization/pruning) 

using IMU data from Arduino Nicla Vision 

Extra Credit: Deployment of model on Nicla

Assignment 3: Magic Nicla Wand



● This week
○ Model Optimization will be reviewed 

and merged by EOD
i. If you haven’t taken part, look 

through it today ASAP.
ii. One detailed review

○ Benchmarking AI is out! 
○ On-device Learning peer review starts 

today
● Next week

○ Hardware acceleration coming soon!
○ MLOps starts today! Meet after class.

Scribing (again!) 





Title: Codesigning Computing Systems for Artificial Intelligence
Abstract: The rapid advancement of artificial intelligence (AI) has ushered in an 
era of unprecedented computational demands, necessitating continuous 
innovation in computing systems. In this talk, we will highlight how codesign has 
been a key paradigm in enabling innovative solutions and state-of-the-art 
performance in Google's AI computing systems, namely Tensor Processing Units 
(TPUs). We present several codesign case studies across different layers of the 
stack, spanning hardware, systems, software, algorithms, all the way up to the 
datacenter. We discuss how TPUs have made judicious, yet opinionated bets in 
our design choices, and how these design choices have not only kept pace with 
the blistering rate of change, but also enabled many of the breakthroughs.

November 6th



Project Updates



Lightning talks
● 13 groups, 3 mins each 
● Slides here
● Real-time feedback - https://tinyurl.com/249r-projects

○ One clarifying question or
○ One tangible suggestion

Project Updates

https://docs.google.com/presentation/d/1PfXTEoBOUEyMRWsmG7HGVsV6-q8dL9aAcdOBBEvCNAo/edit?resourcekey=0-4cSgae_76FVh2zDwq-xi8A#slide=id.g2922e1c9166_0_408
https://tinyurl.com/249r-projects


Lecture



What is Tiny Machine Learning (TinyML)?

TinyML
Fastest-growing field of ML

Algorithms, hardware, software

Low power consumption

On-device sensor analytics

Always-on ML

Baŵery-operated
12



Market Forecast
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Source: ABI Research: TinyML
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Source: https://www.forbes.com/sites/sap/2021/11/08/meet-tinyml-the-latest-machine-learning-tech-having-an-outsize-business-impact/



16

Source: Brookings Tech Stream

AI Investments

https://www.brookings.edu/techstream/what-investment-trends-reveal-about-the-global-ai-landscape/
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Source: https://blogs.gartner.com/andrew_white/2019/01/03/our-top-data-and-analytics-predicts-for-2019/



19



20

?



21



22



23



Missing the Forest for the Trees
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Practitioners guide to MLOps: A framework for continuous
delivery and automation of machine learning

Model 
Evaluation

https://services.google.com/fh/files/misc/practitioners_guide_to_mlops_whitepaper.pdf
https://services.google.com/fh/files/misc/practitioners_guide_to_mlops_whitepaper.pdf
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MLOps



ML Ops



The Machine Learning Workflow

Source and prepare 
your data Code your model Train, evaluate, and 

tune your model

Deploy trained 
model

Get predictions 
from your model

Monitor the 
ongoing predictions

Manage your 
models and versions



The Machine Learning Workflow

Source and prepare 
your data Code your model Train, evaluate, and 

tune your model

Deploy trained 
model

Get predictions 
from your model

Monitor the 
ongoing predictions
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models and versions
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MLOps = ML Workflow + Automation



MLOps means...

Running 
end-to-end

Managing 
Complexity

Evaluating 
Results

Improving 
Models

Tracking 
deployments

$

5 Focus Areas
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System

Unit Tests Integration 
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System 
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<>

training 
code

Running 
System
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System 
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ML Infrastructure 
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Data Tests Skew Tests
Data 

Monitoring

Traditional System Testing ML-based System Testing
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code
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Traditional System Testing ML-based System Testing
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ML development entails 
experimenting with and 
establishing a dependable 
and repeatable model 
training procedure.

ML 
Development
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Continuous 
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MLOps: ML Development
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https://services.google.com/fh/files/misc/practitioners_guide_to_mlops_whitepaper.pdf
https://services.google.com/fh/files/misc/practitioners_guide_to_mlops_whitepaper.pdf


ML development

Training operationalization is all 
about automating the packaging, 
testing, and deployment of 
repeatable and dependable 
training pipelines.
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MLOps: Training Operationalization
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Practitioners guide to MLOps: A framework for continuous
delivery and automation of machine learning

Pipeline 
Components

https://services.google.com/fh/files/misc/practitioners_guide_to_mlops_whitepaper.pdf
https://services.google.com/fh/files/misc/practitioners_guide_to_mlops_whitepaper.pdf


MLOps: Training Operationalization
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ML Pipelines engine
(staging)

CI/CD trigger

Code & 
Config

<\>
Training 
Pipeline

<\>

Pipeline 
Components

<\>

Training pipeline delivery workflow

Continuous 
Integration

Integration 
testing

Build

Production 
Deployment

Release

Smoke tests

Continuous Delivery

Deploy to 
staging

Acceptance 
testing

Deploy to 
production



● What does the build environment 
look like?

● What types of assets do I need to 
consider writing for testing?

TinyML CI Questions

Continuous 
Integration

Integration 
testing

Build



● What does the staging 
environment look like?

● What is considered as accepted 
testing?

● What and how do I deploy into 
production?

TinyML CD 
Questions Continuous Delivery

Deploy to 
staging

Acceptance 
testing

Deploy to 
production



● What does it mean to do a smoke 
test for embedded machine 
learning systems?

● How can you do a production 
release with TinyML devices?

TinyML Production 
Deployment Questions

Production 
Deployment

Release

Smoke tests





Board MCU / ASIC Clock Memory Sensors Radio

Himax
WE-I Plus EVB

HX6537-A
32-bit EM9D DSP 400 MHz 2MB flash

2MB RAM
Accelerometer, Mic, 

Camera None

Arduino
Nano 33 BLE Sense

32-bit
nRF52840 64 MHz 1MB flash

256kB RAM

Mic, IMU, Temp, 
Humidity, Gesture, 
Pressure, Proximity, 

Brightness, Color
BLE

SparkFun
Edge 2

32-bit
ArtemisV1 48 MHz 1MB flash

384kB RAM
Accelerometer, Mic, 

Camera BLE

Espressif
EYE

32-bit
ESP32-D0WD 240 MHz 4MB flash

520kB RAM Mic, Camera WiFi, BLE

Deployment Challenges





Device Farm



Developers

Upload to

Application

Device Farm

Tested on choice 
of real devices

Output

Test Results





ML development

Continuous training
Continuous training entails 
running the training pipeline on a 
regular basis, maybe with fresh 
training settings, in response to 
new data or code modifications.
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MLOps: Continuous Training

Continuous training pipeline

Dataset & 
feature 

repository
Data 

validation

Dataset 
ingestion

Retraining 
trigger

ML metadata 
& artifact 

repository

Data 
transformation

Model training / 
tuning

Model 
validation

Model 
evaluation

Model 
registration

Dataset & 
feature 

repository

Data 
processing 
engine

Model 
training 
engine

Model 
evaluation 
engine

Dataset

<\>
Trained 
Model

<\>

Training 
pipeline, 

metadata & 
artifacts

<\>



MLOps: Continuous Training
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What are the components of AutoML?

Collect 
Data

Preprocess
Data

Design a
Model

Train a
Model

Evaluate
Optimize

Convert
Model

Deploy
Model

Make
Inferences

ML WorkŲow

AutoML

Feature 
Engineering

Hyper 
Parameter 

Tuning

Auto-optimizing 
Compiler

Neural Architecture 
Search



Train only last 
few layers

Input 
A

WA1 WA2 WA3 WA4 WA5 WA6 WA7

Labels 
A

Task-specific featuresLearns general features 
irrespective of task

Reuse (freeze general 
feature extraction)

Transfer Learning



Existing Solutions

Google Cloud 
AutoML

Eon 
Tuner





Packaging, testing, and deploying a 
model to a serving environment for 
online experimentation and 
production serving is what model 
deployment is all about.

Model 
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MLOps: Model Deployment
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Board MCU / ASIC Clock Memory Sensors Radio

Himax
WE-I Plus EVB
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Deployment Challenges



Hardware Environments

Software Stacks

The Challenge



Hardware Environments

The Challenge

Web frontend 

User DB
Queue

Analytics DB

Background workers

postgresql + pgv8 + v8

hadoop + hive + thrift + OpenJDK

Ruby + Rails + sass + Unicorn

Redis + redis-sentinel

Python 3.0 + celery + pyredis + libcurl + ffmpeg + libopencv + nodejs + 
phantomjs

Static website
nginx 1.5 + modsecurity + openssl + bootstrap 2

API endpoint
Python 2.7 + Flask + pyredis + celery + psycopg + postgresql-client
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Development VM
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Public Cloud

Disaster recovery
Contributor’s laptopProduction Servers

Customer Data Center

Production Cluster



Web frontend 

User DB
Queue

Analytics DB

Background workers

postgresql + pgv8 + v8

hadoop + hive + thrift + OpenJDK

Ruby + Rails + sass + Unicorn

Redis + redis-sentinel

Python 3.0 + celery + pyredis + libcurl + ffmpeg + libopencv + nodejs + 
phantomjs

Development VM

QA server
Public Cloud

Disaster recovery
Contributor’s laptopProduction Servers

The Challenge

Static website
nginx 1.5 + modsecurity + openssl + bootstrap 2

API endpoint
Python 2.7 + Flask + pyredis + celery + psycopg + postgresql-client

Customer Data Center

Production Cluster



Static website ? ? ? ? ? ? ?`

Web frontend ? ? ? ? ? ? ?

Background workers ? ? ? ? ? ? ?

User DB ? ? ? ? ? ? ?

Analytics DB ? ? ? ? ? ? ?

Queue ? ? ? ? ? ? ?

Development 
VM QA Server Single Prod 

Server Onsite Cluster Public Cloud Contributor’s 
laptop

Customer 
Servers



Static website

Web frontend 

Background workers

User DB

Analytics DB

Queue

Development 
VM QA Server Single Prod 

Server Onsite Cluster Public Cloud Contributor’s 
laptop

Customer 
Servers



Cloud           Embedded

ML-dedicated hardware: CPU, GPU, TPU
ML-dedicated soųware: many tools
ML Tasks → Data collection and 
preprocessing, data transformation, model 
training, model deployment, inference

No ML-dedicated Hardware
No ML-dedicated soųware
ML Tasks → Inference

Cloud

GCP

Azure

AWS

Edge

x86/ARM CPU

~GB of RAM

~TB of storage

Distributed OS

Virtualization

TinyML

device1 device2

battery devices
power

offloading

offl
oa

din
g

in place

MCUs

~500kB SRAM

~2MB Flash
RTOS

No virtualization



Cloud

GCP Azure AWS

Edge

request return
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Cloud

GCP Azure AWS

Future

Edge

request return

device1
device2

battery devices privacypower request

offloading in place
offloading

model
Zoo

di
re

ct

Em
be

dd
ed

Decouple the cloud development 
environment from the embedded 
model deployment environment

Simplify deployment of ML 
models to tiny devices and 
develop an abstraction



TinyMLaaS Cloud
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● TinyML as a Service is a 
cloud or edge-based 
machine learning as a 
service

● Simplifies the 
deployment of ML 
models → abstraction

TinyMLaaS
Cloud

GCP Azure AWS

Future

Edge

request return

device1
device2

battery privacypower request

offloading in place

offloading

downloading

Em
be

dd
ed

TinyMLaaS

devices

SAAS

OS Image Build 
Service

model
Zoo

info

installing



Prediction serving

Serving the model that is 
deployed in production for 
inference is known as 
prediction serving.

Prediction 
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ML development
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MLOps: Prediction Serving

Model serving

Model 
Deployment

ML metadata & 
artifact 

repository

Model 
monitoring 
engine

Model 
consumer

ML metadata & 
artifact 

repository

Explain predictions

Online inference

Streaming 
inference

Batch inference

Embedded 
inference

Serving feature lookup

Serving 
package

<\>

Serving 
data

<\>

Predictions, 
explanations

<\>

Practitioners guide to MLOps: A framework for continuous
delivery and automation of machine learning

https://services.google.com/fh/files/misc/practitioners_guide_to_mlops_whitepaper.pdf
https://services.google.com/fh/files/misc/practitioners_guide_to_mlops_whitepaper.pdf


Online inference 
(e.g. translation app)

Batch inference 
(e.g. photo sorting app) 

QPS
subject to latency bound

Throughput 

Streaming inference 
(e.g. multiple camera 
driving assistance)

Number streams 
subject to latency bound

MetricScenario

Embedded inference
(e.g. cell phone 
augmented vision)

Latency



Benchmarking
Use to
• Compare solutions
• Inform selection
• Measure and track progress
• Raise the bar, advance the 

field

Requires
• Methodology that is both fair 

and rigorous
• Community support and 

consensus

Provides
• Standardization of use cases 

and workloads
• Comparability across 

heterogeneous HW/SW systems
• Complex characterization of 

system compromises 
• Veriůable and Reproducible 

results



“Tiny” Tasks



Continuous 
monitoring

Continuous monitoring refers 
to keeping track of a deployed 
model's effectiveness and 
efficiency.

Continuous 
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Acceptable Threshold 
for Performance 

Model Drift



MLOps: Continuous Monitoring

Model monitoring

Dataset & 
feature 

repository

Model 
monitoring 
engine

Model 
consumer

ML metadata 
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Data drift 
detection

Service 
performance 

logs

Serving logs Concept drift 
detection
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Alerting
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response
payload

<\>

Serving 
metrics

<\>

Anomalies

<\>
Evaluation 

metrics

<\>

Baseline 
statistics

<\>
Reference 
Schemas

<\>

Labels

<\>

Practitioners guide to MLOps: A framework for continuous
delivery and automation of machine learning

https://services.google.com/fh/files/misc/practitioners_guide_to_mlops_whitepaper.pdf
https://services.google.com/fh/files/misc/practitioners_guide_to_mlops_whitepaper.pdf


Drift Types

Concept Drift Data Drift

the affected old data 
needs to be relabeled

enough new data 
needs to be labeled



Concept drift in machine learning 
is when the relationship between 
the input and target changes over 
time. 

Concept Drift



Data drift is a change in the 
distribution of data over time.

Data Drift



Time Time

Model Retraining
Model

Accuracy
Model

Accuracy

Model Decay over time Regularly updated model

Goal of Continuous Training



● Monitoring may not always be a feasible option
○ Low power communication protocol
○ Device isn’t wifi-enabled

● Monitoring opens up security and privacy risks

Continuous Monitoring for TinyML



● Monitoring may not always be a feasible option
○ Low power communication protocol
○ Device isn’t wifi-enabled

● Monitoring opens up security and privacy risks

● How can we enable Continuous Monitoring to enable Continuous 
Training without moving the data off the endpoint tiny ML device?

Continuous Monitoring for TinyML



Data and model management is a 
central, cross-cutting function for 
governing ML artifacts to support 
ability, traceability, and 
compliance. Data and model 
management can also promote 
shareability, reusability, and 
discoverability of ML assets.

Data & Model 
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MLOps: Data and Model Management

ML metadata & artifact repository

ML Development

Discover

Add/Update

Analyze

Visualize

Export

Continuous training Model deployment Continuous 
monitoringPrediction serving

Hyper-
params

<\>

Profiling 
logs

<\>
Models

<\>
Schemas

<\>

Statistics

<\>
Evaluation 

metrics

<\>
Others

<\>



MLOps: Data and Model Management

Model governance

Model 
registry

ML metadata 
& artifact 

repository

Store

Track

Add/update 
model 

property

Check

Approve

Review

Evaluate

Compart to 
champion 

model

Explain 
challenger 

model
Registered 

model & 
manifestation

Model 
serving 
engine

Release

Roll back

Deploy

Report

Visualize 
performance 

indicators

Aggregate 
performance 

metrics

Trained 
model

<\>
Serving 
package

<\>

Evaluate & validate 
challenger model



● Manage overwhelming 
complexity

● Reduce knowledge burden
● Be more scientific
● Ease long term maintenance
● Improve model performance

Advantages of 
strong MLOps

ML development
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Data and Model Management

Dataset & 
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Model 
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<\> Training 
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<\>

Model Conversion



Downstream & Upstream Impact
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Keeping the Big Picture in Mind
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TensorFlow 
Lite Model

ML 
Development

ML Training

Continuous 
Training

Model 
Deployment

Prediction 
Serving

Continuous 
Monitoring

Data, Model 
Management

Convert 
Model

Code & 
Config

Training 
Pipeline

Registered 
Model

Serving 
Package

Serving 
Logs

Data Scientist:
Why is the model drifting?  
Do we need to retrain?

Business dev:
How much value does 
the model bring?

Data Engineer:
Are we getting the 
right data?

Product Manager:
What are the model 
limitations?



ML Expertise

BASIC EXPERT

ML Engineer

ML Researcher

Data Scientist

Data Engineer

Software Engineer

DevOps

Business 
Analyst
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Deployment Expertise

BASIC

ML Engineer

ML Researcher

Data Scientist

Data Engineer

Software Engineer

DevOps

Business 
Analyst

EXPERT
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● Know why and when deploying MLOps can 
help your (tiny) product or business

● Key MLOps platform features that you can 
deploy for your data science project

● How can you automate the MLOps life cycle 
for robust development and deployment

● Real-world examples and case studies of 
MLOps Platforms targeting tiny devices

MLOps Course for 
Scaling TinyML
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The Future of ML is 
Tiny and Bright

Conclusion



1. Overview and Introduction to Embedded Machine Learning
2. Data Engineering
3. Embedded Machine Learning Frameworks
4. Efficient Model Representation and Compression
5. Performance Metrics and Benchmarking of ML Systems
6. Learning on the Edge
7. Hardware Acceleration for Edge ML: GPUs, TPUs and FPGAs
8. Embedded MLOps
9. Secure and Privacy-Preserving On-Device ML

10. Responsible AI
11. Sustainability at the Edge
12. Generative AI at the Edge

Course Topics
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