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Assignment Schedule Updates

Part 1: Sustainability

&
+—Assighment-4-Part+ Part 2: Responsible Al
——Prerievermber 20t tdenday o .
_ N Move to in-class activity!
+—ASsSsighrrenrt4-Part2 (so no added HW)
——DBue—Nevember27th-(Menday)

e Project Presentations

o Due: December 4th (Monday)
e Final Report

o Due: December 11th (Monday)
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Project Rubric

o  Final Project Rubric - 45 points
o December 4th - Presentation (~5-7 mins, ~3 min QnA): 10 points
m  Reuse prior presentation and add in your new approach content

m December 11th - Write-up (4-5 pages max): 10 points

e Template for write-up here

e  Structure

o Introduction

Background/Related work
Approach/Method
Insights/Findings
Contributions - who did what? 5 points

o O O O

m December 11th - Video (~2 mins max): 5 points
e Demo

m December 11th - Technical Deliverables - Code/Hardware: 15 points


https://media.mlsys.org/Conferences/MLSYS2024/Styles/mlsys2024style.zip

Project Expectations

Questions to answer
e Motivate your problem statement well, show related work
e Present your analysis - systematic thinking through approach/methodology
and discussion of why it did or didnt work
e Completion vs. Work in progress
o Technical challenges
o Theoretical challenges



Project Check-Ins

Check-ins
e Not mandatory, but strongly encourage you to meet with the TAs to discuss
the status of the project
e Check-in this week and/or next week

Who to check-in with
e TA: Meet with TAs for informal updates next week (nothing to prepare)
e VJ: Extended office hours on Monday from 3:30pm to 5pm



Check List

Scribing
e 14 people completed Peer Reviewing so far
e Check canvas Peer Reviewing assignment

Paper Group Leads

e Check canvas for your grades and adjust if necessary
Assignments

e 1and?2(done)

e 3 (in progress, EOD)

4

Final Projects

e Grading breakdown (slide 5)
Participation/Attendance - check canvas


https://canvas.harvard.edu/courses/122580/assignments/756631
https://canvas.harvard.edu/courses/122580/assignments

Course Topics
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Overview and Introduction to Embedded Machine Learning
Data Engineering

Embedded Machine Learning Frameworks

Efficient Model Representation and Compression

© N o

11.
12.

Learning on the Edge

Hardware Acceleration for Edge ML: GPUs, TPUs and FPGAs
Embedded MLOps

Secure and Privacy-Preserving On-Device ML

Responsible Al

Sustainability at the Edge

Generative Al at the Edge



Responsible Al

Why are talking about responsible Al
when we are in a systems class?

We will be talking about responsible
Al in the context of generative Al
systems (T2l image models)

Generative Al at the edge is coming,
the next year or two will be
dominated by edge Al

Defining Responsible Al v

what is the definition of responsible Al

Responsible Al refers to the development and use of artificial intelligence systems in an
ethical, transparent and accountable manner. Some key principles of responsible Al
include:

Fairness - Ensuring Al systems do not perpetuate or introduce bias, and that
different groups are treated equitably. This involves testing systems for issues like
algorithmic bias.

Explainability - Being able to understand and explain how and why an Al system
makes certain decisions. This is important for building trust in Al.

Transparency - Being open about how an Al system is designed, what data is used
to train it, and providing documentation on system capabilities and limitations.

Accountability - Having mechanisms in place to determine who is responsible when
issues arise with an Al system's actions or decisions.

Safety and security - Ensuring Al systems function safely, and have appropriate
security safeguards in place to prevent harms like data breaches or adversarial
attacks.

Privacy - Respecting and protecting user privacy when collecting, storing and
processing user data.

Human control - Having appropriate human oversight and control mechanisms for
Al systems, and keeping humans "in the loop" for decisions that have significant
impacts.

Overall, responsible Al aims to develop Al that benefits humanity, earns public trust, and
has strong ethics incorporated throughout the system design and build process. It's an
important consideration as Al becomes more powerful and ubiquitous.
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Today’s Schedule

1245pm to Tpm
e Course logistics and setting up the context
Tpm to 130pm
e Jessica will introduce gen Al, diffusion models etc. and setup MLC accounts
in class with everyone
130pm to 2pm
e Paper discussion
2pm to 3pm
e Lora'slecture
3pm to 330pm
e In class nibler hacking



Lora Aroyo

Lora Aroyo is research scientist at Google
Research, NYC where she works in the area
of Responsible Al specifically focussing on
research for Data Excellence, e.g. metrics
and strategies to measure quality of
human-labeled data in a reliable and
transparent way.




