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€ cloud

The only Elasticsearch as a Service offering
powered by the creators of the Elastic Stack

* Always runs on the latest software

* One-click to scale/upgrade with no downtime
* Free Kibana and backups every 30 minutes

» Dedicated, SLA-based support

« Easily add X-Pack features: security (Shield),
alerting (Watcher), and monitoring (Marvel)

« Pricing starts at $45 a month

Cluster Size

Choose a cluster size. Cluster size can be changed later without
downtime.

| I | | | | |
1G8 268 4GB 8G8 16GB 3268 128

Region
Choose a data center near you

®Memory @ Storage (SSD)

zzzzz

High Availability (HA)

Protect your cluster with replication and automatic failover.

1 data center. 2 data centers.
Great for testing and For production use.

development.
L)

For mission critical
environments.

%9 elastic
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26 OCTOBER 2016 |REUERSES @@@@ EN
Elastic Stack 5.0.0 Released

By Shay Banon

Share

000

In February of 2016, following Elastic{ON} 16, | wrote a post titled Heya, Elastic Stack and X-Pack. Today, after
almost a year of substantial effort, including 5 Alphas, 1 Beta, and 1 Release Candidate we are pleased to

announce the GA release of the Elastic Stack. .
Sign up for product updates!

And, importantly, it is available - today - on Elastic Cloud. If you want hosted Elasticsearch and Kibana there is no
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Examples of operational data

wire data

Packetbeat Metricbeat

Filebeat
Winlogbeat

- .
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Packetbeat

Captures insights from
network packets

.189.443: [.], seq 3009:4427, ack 931, win 4

192.168.0.8.61563 > 64.233.166.189.443: [P.], seq 4427:4806, ack 931, win

64.233.166.189.443 > 192.168.0.8.61563: [.], ack 4427, win 1644, options [n
64.233.166.189.443 > 192.168.0.8.61563: [.], ack 4806, win 1642, options [n
64.233.166.189.443 > 192.168.0.8.61563: [P.], seq 931:991, ack 4806, win 16

192.168.0.8.61563 > 64.233.166.189.443: [.], ack 991, win 4094, options [no|
192.168.0.8.61563 > 64.233.166.189.443: [P.], seq 4806:5768, ack 991, win 4

192.168.0.8.61563 > 64.233.166.189.443: [P.], seq 5768:5987, ack 991, win 4
64.233.166.189.443 > 192.168.0.8.61563: [.], ack 5768, win 1646, options [n
64.233.166.189.443 > 192.168.0.8.61563: [.], ack 5987, win 1645, options [n
64.233.166.189.443 > 192.168.0.8.61563: [P.], seq 991:1068, ack 5987, win 1
64.233.166.189.443 > 192.168.0.8.61563: [P.], seq 1068:1246, ack 5987, win
192.168.0.8.61563 > 64.233.166.189.443: [.], ack 1068, win 4093, options [n
192.168.0.8.61563 > 64.233.166.189.443: [.], ack 1246, win 4090, options [n
64.233.166.189.443 > 192.168.0.8.61563: [P.], seq 1246:1444, ack 5987, win
64.233.166.189.443 > 192.168.0.8.61563: [P.], seq 1444:1490, ack 5987, win
192.168.0.8.61563 > 64.233.166.189.443: [.], ack 1444, win 4089, options [n
192.168.0.8.61563 > 64.233.166.189.443: [.], ack 1490, win 4088, options [n
192.168.0.8.61563 > 64.233.166.189.443: [P.], seq 5987:6033, ack 1490, win

64.233.166.189.443 > 192.168.0.8.61563: Flags [.], ack 6033, win 1653, options [n
192.168.0.8.61645 > 52.91.152.165.443: Flags [P.], seq 102:203, ack 266, win 4096

52.91.152.165.443 > 192.168.0.8.61645: Flags [.], ack 203, win 122, options [nop,
64.233.166.189.443 > 192.168.0.8.61563: Flags [P.], seq 1490:1540, ack 6033, win

64.233.166.189.443 > 192.168.0.8.61563: Flags [P.], seq 1540:1600, ack 6033, win
192.168.0.8.61563 > 64.233.166.189.443: Flags [.], ack 1540, win 4094, options [n
192.168.0.8.61563 > 64.233.166.189.443: Flags [.], ack 1600, win 4892, options [n
192.168.0.8.51759 > 52.22.148.39.443: Flags [P.], seq 1:38, ack 325, win 4096, op

52.22.148.39.443 > 192.168.0.8.51759: Flags [.], ack 38, win 136, options [nop,no
52.91.152.165.443 > 192.168.0.8.61645: Flags [P.], seq 266:415, ack 203, win 122,
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Sniffing the network traffic

Client

l

sniff sniff
I . .

Server

Copy traffic at OS or hardware level
Is completely passive
ZERO latency overhead

Not in the request/response path,
cannot break your application

¢ @ elasti
¢ elastic



Packetbeat: Real-time application monitoring

0-0-0-0-0

capture network decodes network correlates request extract group meta info in
traffic traffic with response in measurements like json objects to
transactions response time, send to
status Elasticsearch

It does all of these in real-time directly on the target servers.

a. .
% elastic
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Packetbeat: Available decoders

‘ PostgreSQL

£ Redis

Thrift-RPC
Memcache
MongoDB

ICMP

° Add your own

¢ elasti
49 elastic



Metricsbeat

Like the Unix top command but
sends the output periodically to
Elasticsearch. Also works on
Windows.

Processes: 367 total, 3 running, 6 stuck, 358 sleeping, 1833 threads
Load Avg: 2.79, 2.69, 2.66 CPU usage: 35.77% user, 8.25% sys, 55.96% idle

SharedLibs: 161IM resident, 22M data, 10M linkedit. MemRegions: 132196 total, 5764M resident, 9@M privat
PhysMem: 13G used (3762M wired), 2581M unused.

WM: 2084G vsize, 527M framework vsize, 56231732(@) swapins,
Networks: packets: 66492613/48G in, 57364574/31G out. Disks:

COMMAND

burn

java

topbeat
iTerm

top
kernel_task
mds
mds_stores
WindowServer
Dropbox

hidd
mdworker
mdworker
Slack
python2.7
mdworker
mdworker
zoom.us
dbfseventsd
python2.7
Google Chrom
fseventsd
dbfseventsd
Google Chrom
screencaptur
mDNSResponde
Google Chrom
inkscape-bin
Google Chrom
symptomsd
dbfseventsd
Google Chrom
Google Chrom
Google Photo
Finder
com.apple.ap
Google Chrom
com.apple.ap
Google Chrom
com.apple.ap

%CPU
89.3
21.0
18.7

[
~N
©o

0000000000000 FFFEPFFPWWLAN
OO0 FEPREFRENNNNWWRAERAMANIOINNOOR, AUVIOOR WO -

.32
.82
157
:11
.34
140
147
127
127
.38
.84
.39
.41

#TH  #NQ #PORTS MEM

5/1
74
12

FPOFROFRNOOOONOSOR NSO HOONSON NSO~ ®

15
186
61
366
24

580K
369M
9900K
98M
7012K
1719M+
14M
20M+
7M
8eM
3300K-
14M
1M
611M-
8240K
1™
15M
124M
4168K
6860K
117M-
4796K
32K
43M
2220K
2096K

59291027(0) swapouts.
6744547/369G read, 34720560/883G written.

PURG
0B
0B
0B
40968
0B
0B
0B

CMPRS

PGRP
64667
29105
15111
325
65237
0

61
194
186
637
97
53155
53158
3431
75966
53159
53157
324
637

PPID
63666
98883
15111
1
18734
0

e

STATE
running
sleeping
sleeping
sleeping
running
running
stuck
stuck
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
stuck
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping
sleeping

BOOSTS
*o[1]
*0[2]
*o[1]
*0[19746
*o[1]
o[e]
*o[1]
*o[1]
*o[1]
*0[5378
*o[1]
*o[1]
*o[1]
*Q[22918
*o[1]
*o[1]
*o[1]
*48[18]
*o[1]
*o[1]
*0[2]
*o[1]
*o[1]
*o[1]
*o[1]
*o[1]

*o[2]

*o[1]
*o[2]
*o[2]
*Q[27266
*0[2627]
*0[297]
*o[2]
*0[1856]
*o[2]
*Q[13618
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Topbeat: Exported data

system load

total CPU usage
CPU usage per core
Swap, memory usage

state + available disks
name + used, free space
command line * mounted points
pid

CPU usage

memory usage

¢ e elasti
2 elastic



Filebeat

Forwards log lines to
Elasticsearch

2016/02/09 21:20:42.414572 client.go:257: WARN Can not index event (status=400):
2 105 110 103 95 101 120 99 101 112 116 105 111 110 34 44 34 114 101 97 115 111
16 104 32 102 97 105 108 117 114 101 115 32 123 91 109 97 112 112 101 114 32 91
2 32 100 105 102 102 101 114 101 110 116 32 116 121 112 101 44 32 99 117 114 114

114 103 101 100 95

21:
21:
21:
21:
21:
21:
21

21:
21:
21
21:
21:
21:
21:
21:
21:
21:
21:
21
21:
21:
21:
21:

(C2016/02/09 21:20:47.311827 service.go:

20:42.
20:42.
20:42.
20:42.
20:42.
20:42.
:20:42.

20:42.
20:42.
:20:42.
20:42.
20:42.

142,
20:42.
20:42.

142,
20:42.
20:42.
:20:42.
20:42.
20:42.
20:42.

20:42

116 121 112 101 32 91 100 111 117 98 108 101 93 93 125 34 12

414805
414833
416692
427488
427526
429343
472419

472656
472679
474100
482476
482513
484328
499058
499152
503488
520429
520605
522417
537352
885891
886780
.894049

single.go:135: DBG send completed

output.go:87: DBG output worker: publish 50 events
bulkapi.go:131: DBG Sending bulk request to http://l

single.go:135: DBG send completed

output.go:87: DBG output worker: publish 50 events
bulkapi.go:131: DBG Sending bulk request to http://1
client.go:257: WARN Can not index event (status=400):
2 105 110 103 95 101 120 99 101 112 116 105 111 110 34 44 34 114 101 97 115 111
16 104 32 102 97 105 108 117 114 101 115 32 123 91 109 97 112 112 101 114 32 91
114 101 110 116 32 116 121 112 101 44 32 99 117 114 114 101 110 116 95 116 121
121 112 101 32 91 100 111 117 98 108 101 93 93 125 34 125]

single.go:135: DBG send completed
output.go:87: DBG output worker: publish
bulkapi.go:131: DBG Sending bulk request
single.go:135: DBG send completed
output.go:87: DBG output worker: publish
bulkapi.go:131: DBG Sending bulk request
single.go:135: DBG send completed
output.go:87: DBG output worker: publish
bulkapi.go:131: DBG Sending bulk request
single.go:135: DBG send completed
output.go:87: DBG output worker: publish
bulkapi.go:131: DBG Sending bulk request
single.go:135: DBG send completed
output.go:87: DBG output worker: publish
bulkapi.go:131: DBG Sending bulk request
single.go:135: DBG send completed

2016/02/09 21:20:47.311844 beat.go:300: INFO Start exiting beat
2016/02/@9 21:20:47.311852 beat.go:275: INFO Stopping Beat

2016/02/09 21:20:47.311862 beat.go:283:

2016/02/09 21:20:47.311868 beat.go:139: INFO Exit beat completed

50
to

50
to

50
to

50
to

22
to

events

30: DBG Received sigterm/sigint, stoppi

INFO Cleaning up topbeat before shutting
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Filebeat: Never lose a log line

Yo Filebeat, slow it
down a bit, pls

Back-pressure
sensitive

protocol

Filebeat

read pomter

The original log lines
act like a queue

line line line line line

line

¢ @ elasti
¢ elastic
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Filebeat: Parse logs with Logstash
Parse logs with Logstash

Filebeat

s 3 .
= el|asticsearch

Q. logstash
|
v

Other
systems

Filebeat sends out unparsed log
lines

Use filters from Logstash to
parse the log lines

Flexible, with conditionals &
custom filters

Forward data to other systems
using the Logstash output
plugins

¢ elasti
49 elastic
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Filebeat: Parse logs with Ingest Node
Parse logs with Ingest node in Elasticsearch

* Filebeat sends out unparsed log
lines directly to Elasticsearch

- .
= el|asticsearch

* Use Ingest Node processors
(grok, geoip...) to parse the log

Filebeat lines
- Easier to setup

¢ e elasti
2 elastic
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Winlogbeat

Forwards Windows Event logs
to Elasticsearch

System Number of events: 728

More Information:

Event Log Online Help

Level Date and Time Source Event.. TaskC
@ Information 1/13/2015 9:26:35 AM  Service Control Manager 7036 None
@ Information 1/13/2015 9:26:35 AM  Service Control Manager 7036 None
@ Information 1/13/2015 9:26:35 AM  Service Control Manager 7036 None
@ Information 1/13/2015 9:26:35 AM  Service Control Manager 7036 None
1 Information 1/13/2015 9:26:35 AM  Service Control Manager 7036 None
@ Information 1/13/2015 9:26:33 AM  Ntfs (Microsoft-Windows-N... 98 None
@ Information 1/13/2015 9:26:33 AM  Kernel-Processor-Power (Mi... 55 (47)
@ Information 1/13/2015 9:26:33 AM  Kernel-Processor-Power (Mi... 55 (47)
@ Information 1/13/2015 9:26:32 AM  Kernel-Power 508 (159)
@ Information 1/13/2015 9:26:32 AM  FilterManager 6 None
<| n
Event 7036, Service Control Manager

General | Details

The Plug and Play service entered the running state.

Log Name: System

Source: Service Control Manager Logged: 1/13/2015 9:26:35 AM

Event ID: 7036 Task Category: None

Level: Information Keywords: Classic

User: N/A Computer: vagrant-2012-r2

OpCode: Info
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Beats Platform

Elastic
Beats

libbeat

{Community}
Beats

Collect, Parse & Ship

. beats

Optlonal

Search & Analyze

- =
= elasticsearch

Q. logstash

Enrich & Transport

4

HhERE!

Explore & Visualize

¢ elasti
49 elastic
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Architecture Overview - libbeat

{Community}Beat

~

Config

Management

Elasticsearch

Debugging
Cmd Line
Handling

libbeat

Outputs

Logstash

Logging
Syslog

Testing

Testing
Environment

System Test
Framework

¢ e elasti
2 elastic



Beats Packer

Produces RPMs, DEBs, ...
https://github.com/elastic/beats-packer
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metricbeat, packetbeat
and soundbeat

https://github.com/dadoonet/soundbeat



https://github.com/dadoonet/soundbeat

a .
%9 elastic

thanks!

https://qithub.com/dadoonet/soundbeat

[



https://github.com/dadoonet/soundbeat

