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Data Ingestion

The process of
collecting and
importing data for
iImmediate use in a
datastore
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Ingest Technologies

Elasticsearch Logstash

APls Lightweight Data Centralized Data Hadoop
Shippers Collection Engine Ecosystem
Ingest Node Connector
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Elastic Ingestion Technologies

Dev Tools

Console Search Profiler Grok Debugger

1 |PUT _ingest/pipeline/my-pipeline-id > F 1-f

2- 2 "acknowledged": true

3 "description" : "describe pipeline", 3-}

4 - "processors" : [ - Ingest Node

Z . { "get" . { Pipeline Definition

7 "field": "foo", + Ingest APIs

8 "value": "bar" Accessing Data in Pipelines
9- } Handling Failures in Pipelines
10- 3 - Processors
11- ] Append Processor
12- }I Convert Processor

Date Processor

Date Index Name Processor
Fail Processor
Foreach Processor
Grok Processor

Gsub Processor

Join Processor

JSON Processor

KV Processor
Lowercase Processor
Remove Processor
Rename Processor
Script Processor

Set Processor

Split Processor

Sort Processor

Trim Processor
Uppercase Processor

Dot Expander Processor

API

y
@@» Elasticsearch
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ingest Transform
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data node Store
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Elastic Ingestion Technologies

@@» Elasticsearch

v
ingest Transform
node
v
data node Store
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. es-hadoop
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CUSTOM CONNECTORS
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Elastic Ingestion Technologies
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DISTRIBUTED .
COLLECTION : v- Elasticsearch

: ingest
. Beats ; > node Transform
B o | Y

L' ¢ data node Store
Logs  Metrics :
L J
: \ )

servers, containers
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Elastic Ingestion Technologies

( )
DISTRIBUTED ; .
COLLECTION : @@ Elasticsearch
: -
. Beats irr:gg:t Transform
servers, containers v
CENTRALIZED COLLECTION > data node Store
network Flows > L Y,
devices -
: Logstash
- JDBC u
DB data '
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Ingestion Architecture

Scalable and robust centralized ETL
« Java event rewrite

« Multiple pipelines

h
a Logstas

Apache Pipeline
JDBC Pipeline

Netflow Pipeline
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Ingestion Architecture

Scalable and robust centralized ETL

« Persistent queues

* Dead letter queues

wn Logstash
C O  Persistent
N Queues DLQ o\,
—/ Enabled —
Inputs Filters Elasticsearch

Output

Dead Events
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Cooperative Ingestion

DISTRIBUTED
COLLECTION

Beats W
B |

servers, containers

N
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node
v
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Elastic Ingestion Technologies

DISTRIBUTED
COLLECTION

. Beats

-/

servers, containers

network

devices

CENTRALIZED COLLECTION

Logstash
|

v

@@» Elasticsearch
v

ingest Transform
node
v
data node Store
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Elastic Ingestion Technologies

DISTRIBUTED
COLLECTION

. Beats |———>2 CENTRALIZED COLLECTION

servers, containers

Logstash
|

network
devices

N
@@» Elasticsearch
v
ingest Transform
node
v
|
data node Store
J
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Easy migration between ingest technologies

Ingest Node to
Logstash
conversion tool

@@» Elasticsearch
h

ingest

node

Logstash
|

$ bin/ingest-convert.sh --input=file:///tmp/ingest-nginx.json --output=file:///tmp/logstash-nginx.conf

[$ cat /tmp/logstash-nginx.conf

filter {
grok {

}

}

match => {

"request" => "%¥{WORD:request_action} %{DATA:requestl} HTTP/%{NUMBER:http_version}"

}

geoip {

}

source => "remote_ip"
target => "geoip"

date {

}

match => [
"t'i.me" :
"dd/MMM/YYYY:HH:mm:ss Z"
1
target => "@timestamp"
locale => "ENGLISH"

output {
elasticsearch {

1
$

}

hosts => "localhost"
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Use Cases & Data Sources

Logging

Common Log Turnkey
Formats Monitoring
System Infrastructure

Web Servers Containers

Queues Databases

16

Security

SecOps
Dashboards

Audit
Firewalls, IDS/IPS
SIEM Augmentation
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Modules: Data sources made easy

« Collect specific type of data

 Parse and enrich it

« Default dashboards, alerts, ML jobs

Ifilebeat -e -modules=system -setup

Filebeat MySQL Dashboard

MySQL Slow queries over time

Slow queries

o 1
@timestamp per 12 hours

Slow logs by count

@ SELECT coun(*) FROM mysal user WHERE user=roof and password="; @ select * from user;

@ select count*) into @dlscard from “Information_schema’." COLUMNS ;
@ select countt?)into @dlscard from “Information_Schema."EVENTS

MySQL slowest queries

Query-Q User=Q
select sleep(11); root
select sleep(2); root

select count(*) into @discard from " Information_schema. VIEWS"; debian-sys-maint
select count(*)into @discard from “information_schema®.'PARTITIONS";  debian-sys-maint

select count(*)into @iscard from "nformation_schema-." COLUMN

; debian-sys-maint

@ Siow queries

s Ex

@ select conca(select count(*)Into @lscard from , TABLE SCHEMA, ", TABLE NAME, ™) from information_schema. TABLES wher{

Query time
11.004

2

0,009

0.007

0.006

MySQL error logs

MySQL Error logs levels

Note ®Warning

Filebeat MySQL error log

Time

December 13th 2016, 12:10:41.362

December 13th 2016, 121041362

December 13th 2016, 12:10:41.362

December 13th 2016, 12:10:41.362

December 13th 2016, 12:10:41.362

December 13th 2016, 12:10:41.362

New Add Save Open Share Options O Thismonth

@Erroriogs

©timestamp per 12 hours

12 3 4 5 L0
mysal.errorievel mysalerror.message
SET tmestamp=14§1294279;
SET tmestamp=1481294279;

#Query._time: 0.000323 Lock time: 0.0002¢1 Rowssent: 0
Rows_exarmined:0

# Query_time: 0.007084 Lock time: 0.000148 Rows sent: 0
Rows_examined: 81

SET Umestamp=1481204279;

#User@Host: root{rocx) @ locahost
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Metricbeat modules (introduced in 5.0)

Dashboard / Metricbeat host overview
beat hostname:"mar.local*

Add a filter +

System Navigation

System Overview | Host Overview (requires Kibana > 5.4) | Docker containers overview

4
2]
1t
(S]
-]
+
&

372

mber of processes

Memory usage Processes

10.5GB 1

Total Memory 16.0GB

Processes
icbeat
>e
.
.
.
o
.
Metricbeat: Memory Usage
>e
.
.
M t: Netw ackets)
>e
.

Inbound Traffic

1.5KB/s

Total Transfered 2.3MB

#  Mericbeat: Network Traffic (Bytes)

Fullscreen  Share Clone Edit € O Last15minutes >

p—— . |

& Warning

This dashboard is only compatible with Kibana 5.4 and above.

Outbound Traffic In Packetloss

1.4KB/s 0

Total Transfered 1.1MB Out Packetloss 3

# Metricbeat: Disk Usage

95.7%

0%

Aerospike
Apache
Ceph
Couchbase
Docker
Dropwizard
Elasticsearch
Golang
Graphite
HAProxy
HTTP
Jolokia
Kafka
Kibana
Kubernetes
Memcached
MongoDB
MySQL
Nginx
PHP_FPM
PostgreSQL
Prometheus
RabbitMQ
Redis
System
vSphere
Windows
ZooKeeper
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Filebeat modules (introduced in 5.3)

Filebeat MySQL Dashboard New Add Save Open Share Options O This month

: a ]
MySQL Slow queries over time MySQL error logs

© @ 5slow queries © @Errorlogs

12 200

10
° 150
£ 8
3
-4 s

6 £ 100
§ &
@

4

50
2 I I
. [ . L]
2016-120501:00  201612-1101:00  2016:121701:00  2016-12-2301:00  2016-12:29 01:00 2016-120501:00 20161211 01:00  2016-12-1701:00  2016-122301:00  2016-12-2901:00
@timestamp per 12 hours @timestamp per 12 hours

MySQL Slow logs by count # + % MySQL Error logs levels

o
@ SELECT count(*) FROM mysql.user WHERE user="root’ and password:
@ select concat('select count(*) into @discard from ', TABLE_SCHEMA, '

@ select * from user;
', TABLE_NAME, ' ') from information_schema.TABLES wher¢

) @ select count(*) into @discard from “information_schema"."COLUMNS; ) V]
'@ @ select count(*) into @discard from “information_schema'."EVENTS"; 4 @ Note ® Warning @ ERROR
MySQL slowest queries Filebeat MySQL error log
Query - Q User-Q Query time = 1.2 3 48 10 '»
select sleep(11); root 11.004 Time . mysql.error.level mysql.error.message
select sleep(2); root 2 »  December 13th 2016, 12:10:41.362 - SET timestamp=1481294279;
select count(*) into @discard from "information_schema . VIEWS"; debian-sys-maint  0.009 »  December 13th 2016, 12:10:41362 - SET timestamp=1481294279;

select count(®) into @discard from " information schema . PARTITIONS - debian-sys-maint 0.007

Apache2
Auditd
Icinga

Kafka
MySQL
Nginx
PostgreSQL
Redis
System

elastic
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Logstash modules (introd

Dashboard / [ArcSight] Network Overview Dashboard Share Clone Edit Reporting < O Last24 hours

bearch... (e.g. status:200 AND extension:PHP)
Addafiter 4
Arcsight: Dashboard Navigation

Network Overview | Network Suspicious Activity | Endpoint Overview | Endpoint OS Activity | DNS Overview

Device Metrics Overview [ArcSig

o
Event Count Devices Sources Destinations. Ports.
330,453 57 254 425 88 B
333/s
Events by Source [ArcSight]

. > @ Feenane 15612
. . 78
100 : a4

E ®reson 1795

. a2
. a8
Outcome by Device Type [ArcSight] < Destination Ports by Outcome [ArcSight] < Device Type Breakdown [ArcSight]
100% © ®raiure 1o © ®Firewall
% @ success @ Atiempt @ Networicbased IDS/PS
@ /Anempe o ® rsuccess @ antivirus
oven
P @ Operating System
H
2
Firewall Types °
Top 10 Devices by Bandwidth [ArcSight]  Top 10 Devices by Outcome [ArcSight]
Source(s) Destination(s) Destination  Bandwidth Bandwidth p—
Device = : s Ports * (incoming) = (Outgoing) = £
Fedora 54 50 17 48543771 775,106,603 3 e
1 % 1 1,827,840 1763328 § ||
@ suc

3 5 3 275,800 264,950

1 0 1 75 256

1 1 1 128 128

1 2 1 0 0

1 [ 4 [ 0 Device Host Names

Top 10 Applcaton Prosocos ArcSighd
255
other gymp ms-sal-m icp

“n smip  nethios-ns
auth irc SSH SSh pyps ins Mo hURS/SSL o,

FIP  telnet nethios-dam

Add a fiter 4

uced in 5.6)

Dashboard / [ArcSight] Network Suspicious Activity Dashboard Share Clone Edit Reporting € O last2dhours >

[earch... (e.g. status:200 AND extension:PHP)

ArcSight: Dashboard Navigation

Network Overview | Network Suspicious Activity | Endpoint Overview | Endpoint OS Activity | DNS Overview

Device Metrics Overview [ArcSight] /

Destinations. Ports

426

Event Count

327,630 56 253

Events by Source Addresses [ArcSight]

T —————"n f

Events by Severity [ArcSight]

Low

2206

202
2
1692

766

HIGH

MEDIUM

Unique Destinations and Ports by Source [ArcSight]

Outcome by Device Type [ArcSight]

100 0 oo

H o © ®faiure
w .2 - @ fsuccess
£ S @ /Attempt
o %t
g w fF 8w
2 & o
0 0 -
g R g 3 2 = 3
: 8 g = 2 2 =
Source Addresses Firewall Types
Top 5 Sources by Destination Addresses [ArcSight] 7 Top 5 Sources by Destination Ports [ArcSight] 7 Top 10 Destination Ports [ArcSight]
Source Address Destination EventCount  Source Address - Destination Ports - Event Count -
: Addresses s
100112251 10 360
10.0.111.46 96 2,688
19924865119 9 13009 2
209.128.98.73 96 259
10.0.112.208 7 29 135 21848
193.115.143.1. il 1
ESRSCAED O -1 100.1126 6 1176 161 53 22 o
1001126 9 1176 uan
111.111.250143 5 9,097 25
10.0.112.24 9 3,386

ArcSight

Netflow
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ArcSight Module (Introduced in 5.6)

L L L X
L L L X

Smart Connectors

Event Broker

ArcSight Data Platform

CEF

7

Kibana

Elasticsearch

Logstash

X-Pack

elastic
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Logging Data Sources

FILEBEAT WINLOGBEAT

System

* Linux / MacOS

* Windows Events
Containers

+ Docker (6.0)

* Kubernetes (6.0)

Databases

- MySQL

* PostgreSQL (6.1)
Queues

- Kafka (6.1)

* Redis (6.0)

Web servers
- Apache

* Nginx
Other

* HAProxy*

- Zookeeper*

* Near-term roadmap

q I t.
% elastic



METRICBEAT PACKETBEAT LOGSTASH

W B -
_ nfrastucte

Metrics & Event Data

System Containers Cloud Network

* Linux + Docker - AWS * Netflow (5.6)
* MacOS - Kubernetes (6.0) * GCP - Packets

- Windows Virtualization * Azure* Storage

* Perfmon (6.0) - vSphere (6.0) - DigitalOcean ° Ceph

- WMI*

* Near-term roadmap
24 %@ elastic



METRICBEAT HEARTBEAT LOGSTASH

Metrics & Event Data
o V¥V
Applications

Datastores Queues Uptime Web servers
+ MySQL - Kafka * Heartbeat * Apache

* PostgreSQL * Redis Custom apps * Nginx

* MongoDB - RabbitMQ (6.0) - JMX/Jolokia Other

» Couchbase Caches * PHP-FPM * HAProxy

+ Aerospike (6.0) *+ Memcached (6.0) - Golang (6.0) - Zookeeper

* Graphite (6.1) * Dropwizard (6.0) < Prometheus

* Near-term roadmap

25 %@ elastic
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Security Data Sources

FILEBEAT METRICBEAT PACKETBEAT LOGSTASH

D W B e

SIEM Augmentation
+ ArcSight (5.6)

* more*

Audit

* Auditd

* Auditbeat (6.0)

Systems Network

- Access * IPs / GeolP

- SSH * DNS Packets
Applications * Netflow (5.6)
- Connections * Firewalls*

- Users - IDS/IPS*

* Near-term roadmap
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Business Analytics LOGSTASH

q
_ Structured _ Activity

Databases SaaS services Social media
- JDBC input - Salesforce « Twitter
- JDBC filter * Heroku

* Github

* Azure*

* Near-term roadmap
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Monitoring & Management

DevOps / Admins
_________ Auto-Update Pipelines
Logstash
a Logstash "'
* Centralized monitoring (5.3) woacne T | | Contig Mgmt ur
« Centralized management (6.0) =\
|\‘jK|bana
. Logstash i of |||
JDBC | '
E (;\)Elasticsearch
u Logstash Netflow

* Near-term roadmap

¢ 9 elasti
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onitoring

sleep (euSleep)
0% 206 my/e

/
/
/
/
/
|
/

/

‘

mutate (addOtherRegion)
o% 0.01 ms/e

geoip (cliemGeo)
0% 0.88 ms/e 02ess
useragent (ChientUA)
0% 0.28 ms/e 02ess

date (ChentDate)
0% 0.00 ms/e 02els
if ([geopl{country_code2) == “UST)

untry_code2) == "CA")

If {[geos
Oless A S
sleep (caSleep)
0% (2350 msle 00els v 0%
Otess A v o%
X

I mutate (addGoogle)
No Data No Data

grok (addEUId)
04 msle 02ess v oo

0.

if ([aws_region] == “us-east-17)
v

mutate (removeMessage)

0% 0.00 ms/e 02ess A
mutate (joinid) grok (addUSEastd)
0% 0.00msle 02ess v 0%  NoData No Dats v

mutate (addUsRegion)
0.00 ms/e

sleep (usSleep)
203 me/e
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Monitoring & Management

DevOps / Admins
_________ Auto-Update Pipelines
Logstash
a Logstash "'
* Centralized monitoring (5.3) woacne T | | Contig Mgmt ur
« Centralized management (6.0) =\
|\‘jK|bana
. Logstash i of |||
JDBC | '
E (;\)Elasticsearch
u Logstash Netflow

* Near-term roadmap
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Monitoring & Management

Auto-Configure

————————————————————————————————————————

Logstash B
- Centralized monitoring (5.3) Logs
« Centralized management (6.0) I
Beats (Roadmap) B o

Metrics E
 Centralized monitoring
+ Centralized management
. Logstash JDBC
Netflow !

DevOps / Admins

&

'

Config Mgmt Ul

@ Kibana

I’yl

( A-j Elasticsearch
v

¢ o elasti
5@ elastic



33

Next steps

« Familiarize yourself with latest integrations (including in X-Pack)
« Watch Ul roadmap for additional add-data workflows
« Come talk to us at the AMA booth

elastic
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Thank You

Find me at AMA booth or email david@elastic.co o
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