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INTRODUCTION

Issues of poor waste management are numerous and they include the destruction of life and prop-

erty, removal of fertile soil that hastens crop growth, and pollution of air [1]. One of the best ways

to salvage this problem is by properly disposing of waste. The advent of ’The Internet of Things’ has

come to help in manyways in the areas of waste management. Among the many inventions include

the use of smart bins that give alerts to waste collectors when they are full and, the use of various

algorithms in finding best-optimized routes to waste sites to reduce cost. This study also focuses

on the segregation of waste to enhance recycling.

Objective

To examine the problems of waste segregation

To develop an algorithm that automatically detects different classes of waste common in the

Namoo community

Method 1:MODEL USED

This work implored the use of the Convolutional Neural Network to model an algorithm that can

classify different waste types based on their individual properties. CNN is one of the machine learn-

ing algorithms that is known to always give great accuracy when it comes to image classifications.

The model uses convolutions that are more like filters. This study used CNN in the following layers:

Input Layer: Normalizes grayscale or RGB images to a 0-1 range before training.;

Convolutional Layer: Uses a kernel to perform convolutions, reducing image dimensions and

extracting features.

Pooling Layer: Reduces the size of feature maps, typically using max-pooling to create a

smaller version of the input.

Fully Connected Layer: Classifies images into labels based on features extracted by previous

layers.

Output Layer: Conducts final classification using a loss function.

Method 2: Data Collection and Preprocessing

This study utilizes primary data collected through a Sony Canon camera (150mp lens) and an An-

droid phone (48mp camera) to identify dominant household waste types. A total of 808 images

were selected from the collected data for model training and testing. Each of the four classes was

represented by 202 images to ensure fairness. Factors influencing the image selection included

class balance and image quality. The table below shows the breakdown of images each day:

Waste Type Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Total

Sachet of water 102 81 78 127 102 93 583

Poly bags 78 130 130 77 76 87 578

Plastic Bottles 45 36 23 34 45 78 261

Others 90 99 71 171 132 104 667

Total 315 346 302 409 355 362 2089

The combined ’others’ category includes food packets, paper, glass, wood, cloth, etc.

Figure 1. Sample data for others (paper, glass, food packets, etc.

Results 1: Train loss and Validity loss

Validation loss is slightly higher than training loss, indicating the model is still learning (Figure 2a).

Training loss is less than validation loss (Figure 2a), suggesting underfitting as suggested by [4]. In

Figure 2a, the model performed better, with training and validation losses decreasing and stabilizing,

indicating a near-good fit.

(a) First run (b) Second run (c) Third run

Figure 2. Training loss vs Validation loss

Result 2: Traning vs Validation Accuracies

The model accuracies (train and validation) declined after the 15th epoch with the best accuracy

around 0.33 (Figure 3a). Both accuracies rose steadily in the second case, with validation accuracy

fluctuating more (Figure 3b). In the third case, the best performance was at 14 and 16 epochs, but

overall performance was lower (Figure 3c).

(a) First run (b) Second run (c) Third run

Figure 3. Training versus Validation accuracies

Result 3: Confusion Matrix

The confusion matrix shows the model’s performance with predicted vs. actual data. In the first

run (Figure 4a), bottles were the best-predicted class. In the second run (Figure 4b), bottles again

had the highest predicted values. In the third run (Figure 4c), sachets were the best-predicted class.

Misclassifications were common across all runs for other classes.

(a) First run (b) Second run (c) Third run

Figure 4. Confusion Matrices for all runs

Results4: Summary of Model Performance

The model was able to give an average accuracy of 0.43. The precision on all four classes after a

successful test was also 0.35 (Figure 5). These were very promising results that can go a long way

to help in the segregation of waste according to the four most common classes created above.

Figure 5. The summary of model performance

Conclusion

Waste mismanagement poses multifaceted challenges, with recycling being a promising solution

reliant on effective segregation. In this study,

1. The highlight of the complexities of manual waste segregation was highlighted in this study

2. The CNN algorithm was developed and has efficiently segregated waste into four distinct

classes with an average accuracy of 0.43 and precision of 0.35.

This study recommends the impact of different CNN architectures on waste segregation for future

works and training and testing the model on full RGB data instead of normalising it to grayscale.
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