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Introduction Methods and Materials

The introduction of Artificial Intelligence (Al) in self driving
cars (SDCs) presents significant ethical challenges, particularly
In scenarios that resemble the Trolley Problem; a thought

Moral Machine Insights Implementation

Ef‘ Crafting SDC predictive models
with Python scikit-learn,
‘H""-u.."__..-""'- optimized for accuracy.

Building Al models ta mirror
human ethics in SDC

experiment that questions the morality of decision-making In decision-making.

life-and-death situations. Traditional ethical frameworks struggle

to address these unique challenges. This study examines the Decision Tree ‘

application of collective intelligence (CI) principles as a novel ) _ o
aggroach to resolving these etﬁical C(()nc)errr)m. This underscores 4,000 Scenarios f"ﬂ“““x Translating Decisions
the potential of CI to create universally acceptable ethical Decision-making evaluated ) @ Converting complex tree
frameworks, to enhance public trust in Al and facilitate the on security and risk for — autputs into clear, ethica

aoptimal lane cholces.

""--._____rrr,,.rr""' rules for humans.

development of Al systems that are socially responsible.

Table 1. Features (Variables) used for the Decision Tree
Feature ID Feature Description
f1 Security on the right lane: High values suggest a clear and secure lane.
f2 Pedestrian risk on the right lane: Lower values indicate a higher risk of pedestrians.
- - f3 Security on the left lane: High values indicate a safer path if swerving left.
! 0 R, - ¢
: i
‘ i l l Illl Vet f4 Pedestrian risk in the left lane: Lower values denote significant risk.
Decision The decision made (stay or swerve) for each scenario.

Figure 1. The Trolley Problem revisited for SDC

MIT Moral Machine _ Resuts

Figure 2. World map highlighting the locations of Moral Machine visitors.
(n = 39.6 million). [1]

a Preference in favour of the choice on the right side

|n‘|:ENEI-I"ItIﬂﬂ — PFEfEFEﬂCE fﬂr ﬂ.{:tlﬂrl h ............................................................................................. F"r‘EfEFE:FICE fﬂr IHECTIEII'I
Ralation to AV - Sparing passengers = - ......................................................................................... *i* Sparing pedestrians
Gender - Sparing males * - ....................................................................................... * Sparing females
Fitnass - SFI'-EI.HI'IQ the Iarge * _ .................................................................................. 1 E-paring the fit -
Social Status - Sparing lower status ‘ _ ............................................................. * Sparing higher status
Law - Sparing the unlawful _ ............................................................ Sparing the lawful
Age]  Sparing the eiderly ﬁ I —— h Sparing the young Figure 4. Decision Tree generated. 128 leaf nodes (ethical rules). The feature importances —f1 (22.42%), 12 (23.57%), {3
o ehoractors | Searia emer character i o ———Cr i * * Sparing more character (27.74%), and f4 (26.27%). The range of rule depths is clustered between depths 6 and 9 . At rank 1, feature f4 holds total
importance, suggesting initial decisions heavily weigh the pedestrian risk in the left lane.
Species Sparing pets H Pi ....................... o i ** Sparing humans

Nochange —+02 o4 os 08 Table 2. Examples of ethical rules generated

“2018 article the moral machine,” Nature, 01 2018

The integration of CI into Al ethics, as illustrated by the Moral
Machine and its application In developing a decision tree for 40 f4 <= 0.46, f1 > 0.36, f3 > 0.97, f2 <= 0.36 Swerve to the left lane
SDCs represents a significant step towards the development of
morally aware autonomous vehicles. SDCs can be equipped to
make ethically informed decisions in critical situations. This
reflects a more universally acceptable standard of morality. This
approach enhances the safety and reliability of autonomous 100 f4 > 0.46, f2 > 0.66, f3 <= 0.46, f1 > 0.36, f4 <= 0.97 Stay in the right lane
vehicles, paving the way for more socially responsible Al
technologies. As we continue to explore this new frontier, the
collective wisdom of humanity remains our most valuable guide.

99 f4>0.46, f2 > 0.66, f3 <=0.46, f1 > 0.36, f4 > 0.97 Swerve to the left lane

128 f4 > 0.46, f2 > 0.66, f3 > 0.46,f1 > 0.5,14 > 0.97,1{3 > 0.71 Swerve to the left lane
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Platform Architecture Pareto Front Visualization for a User
Backend
The integration of Collective Intelligence (Cl)
and Artificial Intelligence (Al) has emerged as S———— ® At the pareto Front
a better approach in addressing complex ?
challenges across various disciplines l
especially in problem discovery and problem Frontend
solving. This synergy holds an immense roxt qoneration oAy Screen
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analysis. It shows the role of human centered A | Userevaliation

computing in collective intelligence and how | |
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systems in developing platforms and data S
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technlqges for probl§m solving e.g fe.edba.ck pareto Front Analysis | company &

mechanism, user rating, many eyes, iterative : L : .

: t ot Company & Figure 3: 3D Visualization of Companies after the Pareto Front Analysis for a

iImprovement €1cC. ‘ specific user’s preferences, based on three criteria (axes): 'Job Role
Figure 2: InternMatch Platform Architecture Compatibility’, 'Work Culture Fit', and 'Location Convenience’ .

Al-Driven Company Generation Users’ Feedback Mechanism
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0 increase user satisfaction,
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Future Perspectives Platform Rating Conclusion
We will: - Rating The integration of collective intelligence and

tars - - . .
S stars intelligence has indicated the

« Implement seamless integration of new development when both domains work
companies in real time given by users as synchronously. In this era of generative Al it
feedback after validation. has become paramount to integrate both in

« |Integrate channels to help companies the development of products that
leverage the collective intelligence of the contextualizes the inherent environment
university community in 4 Stars where the solution is to be utilized.

solving their problems. 70%

- Implement the feedback given by the oon ey artificial
users during the testing phase of the possibility of generating superior result in
prototype. problem discovery and solution

Figure 5: Platform Rating by Users
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