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Rule num. Conditions Decision

1 f4 <= 0.46, f1 <= 0.36, f3 <= 0.56, f2 <= 0.36, f4 <= 0.16 Stay in the right lane

40 f4 <= 0.46, f1 > 0.36, f3 > 0.97, f2 <= 0.36 Swerve to the left lane

99 f4 > 0.46, f2 > 0.66, f3 <= 0.46, f1 > 0.36, f4 > 0.97 Swerve to the left lane

100 f4 > 0.46, f2 > 0.66, f3 <= 0.46, f1 > 0.36, f4 <= 0.97 Stay in the right lane

128 f4 > 0.46, f2 > 0.66, f3 > 0.46, f1 > 0.5, f4 > 0.97, f3 > 0.71 Swerve to the left lane

Results

Figure 1. The Trolley Problem.

Figure 1. The Trolley Problem revisited for SDC

Figure 4. Decision Tree generated. 128 leaf nodes (ethical rules). The feature importances —f1 (22.42%), f2 (23.57%), f3 

(27.74%), and f4 (26.27%). The range of rule depths is clustered between depths 6 and 9 . At rank 1, feature f4 holds total 
importance, suggesting initial decisions heavily weigh the pedestrian risk in the left lane. 
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MIT Moral Machine 

Figure 2. World map highlighting the locations of Moral Machine visitors. 
(n = 39.6 million). [1]

Figure 3. Global preferences. [1] A. Gröschel Jr, E. Awad, and J. Schulz, 
“2018 article the moral machine,” Nature, 01 2018 

Feature ID Feature Description

f1 Security on the right lane: High values suggest a clear and secure lane.

f2 Pedestrian risk on the right lane: Lower values indicate a higher risk of pedestrians.

f3 Security on the left lane: High values indicate a safer path if swerving left.

f4 Pedestrian risk in the left lane: Lower values denote significant risk.

Decision The decision made (stay or swerve) for each scenario.

Table 1. Features (Variables) used for the Decision Tree

Table 2. Examples of ethical rules generated

Conclusion
The integration of CI into AI ethics, as illustrated by the Moral 

Machine and its application in developing a decision tree for 

SDCs represents a significant step towards the development of 

morally aware autonomous vehicles. SDCs can be equipped to 

make ethically informed decisions in critical situations. This 

reflects a more universally acceptable standard of morality. This 

approach enhances the safety and reliability of autonomous 

vehicles, paving the way for more socially responsible AI 

technologies. As we continue to explore this new frontier, the 

collective wisdom of humanity remains our most valuable guide.
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The introduction of Artificial Intelligence (AI) in self driving 

cars (SDCs) presents significant ethical challenges, particularly 

in scenarios that resemble the Trolley Problem; a thought 

experiment that questions the morality of decision-making in 

life-and-death situations. Traditional ethical frameworks struggle 

to address these unique challenges. This study examines the 

application of collective intelligence (CI) principles as a novel 

approach to resolving these ethical concerns. This underscores 

the potential of CI to create universally acceptable ethical 

frameworks, to enhance public trust in AI and facilitate the 

development of AI systems that are socially responsible.
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