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1. Introduction

This document contains the explanations and procedures you require to efficiently use the ECFS (Elastifile Cloud File
System) through the Management Console.

The document contains the following sections:
e Introduction

e Loggingin to ECFS

e Getting to Know Your GUI

e Provisioning

e« Monitoring System Performance

e Administering Your System

Refer to the following documents for additional information:

e ECFS Installation Guide

You can contact Elastifile customer support at support@elastifile.com.

For system level support and debug, ECFS provides a call-home feature that sends general system details and major
events to Elastifile on a daily basis. No user data is transferred to Elastifile.

This feature provides Elastifile's customer support with a clear view of field issues and assists with resolution and root
cause analysis.

The sent data includes:

e System Name

e \Version

e Number of Hosts in the ECFS system
¢ Number of Data Containers

e Number of Shares

e Total Capacity

e Utilized Capacity

o Daily Utilization

elastifile
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Hosts added to system
Hosts removed from system
Hosts dropping from system due to an error
Clients' mounts

Clients' unmount

Data Rebuild

Data Rebuild size

Writes in bytes

Reads in bytes

Number of created files
Number of removed files
List of events

License details

ECFS 3.1.X Management Console GCP User Guide
1. Introduction
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2. Loggingin to ECFS

To login to ECFS:

1. Inyourbrowser, type the ECFS Management URL (IP address or DNS you set during installation) and press Enter.
The login window appears.

2. Enterthe password you set during installation.

3. Click LOGIN.

elastifile
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3. Getting to Know the Management Console Interface

3. Getting to Know the Management Console Interface

3.1 Main Interface

The ECFS user interface is divided into the following main elements:

Assets Content
Menu Pane FAB

elastifile

val08

s +
H Primary tier
Capacity Performance il Name server Nodes
Used 10.251.255.1
58 Throughput 112.8 ME/Sec Top Data Containers
‘I O/ Estimated free 180M performance 112.5MB/Sec Failures to Tolerate: 3
0 2478 | , | AETWO1 0.08/5%
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3hr o
AETWO1 008
Latency 2.6ms . .
- exports Lonnections
performance 26ms
AETWO1 0.0ms
2 9
00 !
3nr v

Assets Menu Selects the type of asset for which you want to display information in the content pane.

Header Displays the system name, version and provides access to various system features as
detailed in Section 3.2.2 - Header.

Content Pane Serves as the main working area where you view and interact with the system.

EAB Floating Action Button - enables you to perform different tasks according to your current

location or workflow.

elastifile



ECFS 3.1.X Management Console GCP User Guide
3. Getting to Know the Management Console Interface

3.2 Main Entities

3.2.1 Assets Menu

You can display information in the content pane for the following assets:

o s (ALL)-displays the dashboard.

o & (DATA CONTAINERS), (SHARES), = (CLIENTS), IS (SERVICES), - displays the inventory for the asset you

select.

e [ OBIECT TIERS - opens the data object tiering window for managing object tiers and object tiering policy.
o x| SYSTEM VIEW - displays the operational status of the elements comprising the ECFS system.

3.2.2 Header

The Header contains the following elements:

System Health | Alerts

Nested 239 (deployed by tesla) elastifile

V25118

User Profile Administration
System Health Indicator Provides real-time health assessment for the ECFS system.
Alerts Displays the number of critical events, and opens the critical events list.
User Profile Opens the User menu items.
Administering Your System Opens the Administration menu items.
3.2.3 FAB

The @ (FAB) (floating action button) is a context-sensitive tool that enables you to perform different tasks according

to your current task, such as add a data container or add a host.
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3. Getting to Know the Management Console Interface

3.3 Working with the Management Console Interface

When hovering over icons in the Assets menu, each icon expands to show the Hover on icon
icon name.

DATA CONTAINERS

11
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4. Provisioning

Provisioning refers to the act of creating and configuring a data container for storing and retrieving data by
authorized users. Data containers must contain a default root share that allows authorized users to store and
retrieve data. For each share, you can define access rules for relevant client types.

You can also create local snapshots (logical backup points) of a data container and assign shares to the snapshot to

allow user access.

Data containers are logical groupings of files or objects that are managed as a collection.

The Management Console supports the creation of the following types of data containers:

e public-ashared data container. Open to all clients unless deauthorized (black-listed). A typical use
case is a shared file system.

e application - a dedicated data container to be accessed by a specific list of clients/applications.
Unreachable by all clients unless authorized (white-listed). A typical use case is shared storage for

applications or databases.

When you create the data container, a default root share is created without client access rules and with root mapped
to “Everyone”. This prevents allows access for everyone to the data container. It is advised to create new shares

tailored for your requirements.

To create a data container:

1. Hoverover “" (FAB), then click ® (Add Data -~ =~ - S e e
Container).

= elastifile
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4. Provisioning

2. Inthe Select data container type window, click
the type of data container you want to add, and

click Select. e =
Public Application

CANCEL

3. The New data container window for the type of data container you selected appears as shown below.

= New Public data container: (_j\)_\ New public data container

AETWO1 1000 1500
Data tiering . Dedup » Compression .
BACK CANCEL CREATE
= New application data container: 3  New Application data container
AETWO02 1000 1500
Data tiering . Dedup ‘ Compression .
BACK CANCEL CREATE

3 elastifile
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4. Provisioning

4. Configure the fields (all fields are mandatory) as described in the following table:

Field Description
Allow access to the following e Public data containers - all clients are automatically authorized.
clients e Application data containers - set the clients authorized (white-listed) for

access. As you type the clients list will automatically open with the
names of existing clients with the same or similar names.

Data container name A unique name for your data container. As you type the Used names list will
automatically open with the names of existing data containers with the same
or similar name. You cannot use a name from this list. An error message will
appear in the event the name you set is invalid.

Soft Quota Storage (in GB) which, when passed, raises a notification.
Hard Quota Storage (in GB) limit which cannot be surpassed.
Data tiering Enable ClearTier to automatically move data to a cheaper object store while

keeping the files available via the same NFS mount point (see Section 7 -
Managing the ClearTier Object Tier).

Dedup and Compression Select a data policy with corresponding dedup
and compression settings. Ded Compression W)

5. Click Create.

. . + Data container created

6. Thedata containeris created. Note the mount command to # coramer ereate
use on your client. Inrgertomourt a shar 0 client machine, please folow s examp
TO co nfigu re Client access to the data Contain er' Click Note: You may need to install NFS hrm-e creating the mount.

EDIT DATA CONTAINER.

2. mount 18.255.255.1:/DC_B@2/root /mnt/te:

The file system is created 50 1 S With 100

= je files permission, if you need tighter securty please
change the default user mapping in the expor s,

t data container” to configure acces

CLOSE EDIT DATA CONTAINER

The default mapping for a public data container data enables full read/write access by all users as
follows:

= User Mapping: Map Everyone to
= UserID: root
= Default Access: Read/Write

If you want to apply more restricted access, see Section 4.2.4.1 - Adding Data Container Shares.

7. Define/modify the data container features as described in the following sections:
= Section 4.2.3 - Mounting Your Storage
= Section 4.2.4 - Modifying Data Container Properties

= Section 4.2.5 - Deleting Data Containers

14
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4. Provisioning

Section 4.2.6 - Creating Data Container Snapshots and Schedules
Section 4.2.7 - Associating a Data Container with an Object Tier
Section 4.3 - Disaster Recovery for Data Containers

Section 4.4 - Upscaling Your System

Section 5.5 - Monitoring Data Containers

4.2.3 Mounting Your Storage

Data container shares are mounted as standard NFS shares. Refer to your OS guides for mounting procedures.

The mount path is defined in the following format:

[IP/hostname]:[data container name]/[share name].

Example:

10.1.1.10:my fsO0/my share name

4.2.4 Modifying Data Container Properties

To modify a data container's properties:

1. Inthe Assets menu, click &

(DATA CONTAINERS).

2. Click the required data container. Modify
the fields at the top of the window as
required, then click Update.

Data Containers 2 ifems

Name Data size &  Utilization Soft Quota Hard Quota

performance 990.0MB

AETWO1 008 ! :
000.0GB 1.5TB

© active

15
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4.2.4.1 Adding Data Container Shares

To add a data container share:

1. Inthe Assets menu, click &

(DATA CONTAINERS) and click the data
container to which you want to add a share.

2. Hoverover @ (FAB), then click Add Share.

3. Configure the fields as described in the table
below:

ECFS 3.1.X Management Console GCP User Guide
4. Provisioning

Data Containers 2 ifems

Name Data size “  Utilization Soft Quota Hard Quota
performance 990.0MB :
1000.0GB B
AETWO1 0.0B ; :
10000 GB 1.578

© AETWO1

0 corr
10.210.255. TAETWO1/

ccccccccccccc
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4. Provisioning

Field

Description

Shared Directory

The path of the data container that will be shared with clients.

If the path does not exist, the following message appears: New
directory will be created. In this case:

1. Select the check box New directory will be created.

/HR/Salaries

New directory will be created UID/GID

2. Click UID/GID. The following window appears:

3. Setthe UID, GID and Permissions for the directory that will

be created.
4. Click Save.
Share As Optional. A directory alias that will be added to the Share Name. If you don’t
define an alias, the directory path name is used.
Share Name Read only. Comprised from the data container name and the directory

path/alias.
To copy the Share Name to the clipboard, click '” ¢ above the field.

User Mapping

The directory user mapping rule (squash).

User ID

Target user for User Mapping.

Default Access

Set the default access permissions for all clients as follows:
e No access

e Listonly

e Readonly

e Read/Write

Update time access

For data containers using the object tier (see Section 7 - Managing the

ClearTier Object Tier):

e On -clients that mount this data container modify the file access
timestamp.

e Off - prevents clients from modifying the file access timestamp.

17
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4. Provisioning

5.

10.
11.

12.

Click Client's Access.

JHR/Salaries 10210.255.1AETWO1/
New directory will be created  UID/GID

o 101011 _———————o » L ]

In the Client IP field, type either the IP address or the Subnet details of the client.

Use the default access rule (above) or drag the slider to the required access rule option:
= No Access

s List Only

= Read Only

= Read/Write

If the data container user mapping (above) is set to Map root to nobody, toggle Privileged Clients and add at
least one client as a privileged client in order to allow root access to create the file system.

For data containers using the object tier (see Section 7 - Managing the ClearTier Object Tier):
= On-clients that mount this data container modify the file access timestamp.

= Off - prevents clients from modifying the file access timestamp.

Click Add. The client access rule appears.

Repeat Steps 6 to 10 for each additional client for which you need to define access rules.

Click Save.

4.2.4.2 Editing Data Container Shares

To edit a data container share:

1.

In the Assets menu, click 3

(DATA CONTAINERS) and click the required
data container.

Data Containers 2 items

Name Data size +  Utilization Soft Quota Hard Quota
performance 990.0MB

000.0 GB B
AETWO1 0.0B

18
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4. Provisioning

© active

2. Click the required share.

0 corr
10.210.255. TAETWO1/

3. Theshare details appear.

4. Modify the required fields as described (see Section 4.2.4.1 - Adding Data Container Shares).

5. Click Save.
4.2.5 Deleting Data Containers

To delete a data container:

1. Inthe Assets menu, click &) (DATA CONTAINERS).

Data Containers 2 ite PROPERTIES ~ PERFORMANCE  OBJECTTIER  REPLICATION

2. Ontherow ofthe data containeryouwant .. ... .

to delete, click : (Options) .

3. Click Delete.

A data container with shares and/or files cannot be deleted.

4.2.6 Creating Data Container Snapshots and Schedules

You can create local snapshots (logical backup points) of a data container and assign shares to the snapshot to allow
user access. If you setup an object tier, you can move snapshots that have not been accessed for a specific period to
the object tier for cold storage, or move them manually.

You can create snapshots on a regular basis through a schedule, and delete the snapshots after a defined time or
move them to the object tier after a specific time.

19
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4. Provisioning

4.2.6.1 Creating Data Container Snapshots

To create a data container snapshot:

elastilile

1. Inthe Assets menu, click &

(DATA CONTAINERS). PomE e

2. Click the required data container.

© test

3. Click Create Snapshot.

460800 512000

This data container has no snapshots.

4. Complete the new snapshot details as follows:

= Ifthe object tier is enabled (see Section 7 - Managing the Y
ClearTier Object Tier):
a. In Snapshot name, type a name for the snapshot. (Finances |

b. Inthe Move to object tier list, select one of the

following: o )
+ Never
¢ Hours and add a value.
+ Daysand add avalue. (a5 pays o |
c. Ifyou select hours or days in Move to object tier,
then in the text area, type the number of hours or
days.
d. Inthe Delete area, in the list, select one of the CANCEL m
following:
+ Never

¢+ Hours and add a value.

+ Days and add a value.
e. Ifyou select hours or days in Delete, then in the text area, type the number of hours or days.

f. Click CREATE.

20 elastifile
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= Ifthe object tieris not configured (see Section 7 - b
Managing the ClearTier Object Tier):

(Inilia\ System

a. In Snapshot name, type a name for the snapshot.

b. Inthe Delete area, in the list, select one of the

4. Provisioning

following: pfter

+ Never

¢+ Hours and add a value.

Never

Hours

Days

+ Days and add a value.

c. Click CREATE.

5. Thesnapshot you created appears in the o ]
data container window.

4.2.6.2 Moving a Snapshot to the Object Tier

You can manually move snapshots to the object tier for cold storage.

To move a data container snapshot to the object tier:

1. Inthe Assets menu, click &

(DATA CONTAINERS).

2. Click the required data container.
3. Ontherow ofthe snapshot you want to

move to the object tier, click * (Options).

4. Click Move to object tier.

Time Name

User mapping

elastifile

User mapping

CREATE SNAPSHOT

CANCEL

CREATE SHARE

CREATE SHARE

@

EDIT SCHEDULE

Local Remote Object tier

v = Create Share

Shared directory Status

Enabled

Share name

User mapping

Everybody » Root

| Move to object tier

Edit

Snap

Delete

If the object tier is not set up, click set it up and proceed as described in Section 7.1 - Enabling the Object Tier.

21
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5.

Click MOVE TO OBIJECT TIER.

After a while, the snapshot location changes

from Local to Object tier.

1 Snapshots 1item  viewall

4.2.6.3 Creating a Data Container Snapshot Schedule

To create a data container snapshot schedule:

1.

2.

3.

In the Assets menu, click 3

(DATA CONTAINERS).

Click the required data container.

Click EDIT SCHEDULE.

Protocol
Date created

Date modified

ECFS 3.1.X Management Console GCP User Guide
4. Provisioning

& Move to object tier

You are about to move your snapshot to object tier AETW_ClearTier

CANCEL MOVE TO OBJECT TIER

elastiie

Soft Quota (GB)* Hard Quota (GB)*

Dedup @)  Compression @) 0o 1500

Primary tier
Object tier 5UR Learn more

9 Remote Replication No replication service found. Add replication service REPLICATE
i GREATE SNAPSHOT ‘ u EDIT SCHEDULE
Time Name » Local Remote Object tier
This data container has no snapshots.

elastifile
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4. Provisioning

Complete the new schedule details as follows:

If the object tier is configured: i 9

a.

In the Take a snapshot list, select one of the
following:

Every 3 Hours

+ Never
¢ Hours

+ Days

After 12 Hours

If you select hours or days in Take a snapshot, then
in the text area, type the number of hours or days.

After 5| Days

In Move to object tier list, select one of the
following:

+ Never

¢+ Hours o [

+ Days

d. Ifyou select hours or days in Move to object tier, then in the text area, type the number of hours or

days.
e. Inthe Delete list, select one of the following:

¢+ Never

¢+ Hours

+ Days
f. Ifyou select hours or days in Delete, then in the text area, type the number of hours or days.
g. Click ACTIVATE.
If the object tier is not configured: i ®
a. Inthe Take a snapshot list, select one of the

following:

Every Hours “

+ Never

+ Hours

¢ Days After Hours -
b. Ifyou select hours or days in Take a snapshot, then

in the text area, type the number of hours or days.

umber of snapshots is limited to 254 for each data container.
?D add unlimited snapshots a‘]dl'e-:\iie storage cclsts, configure object tier

c. Inthe Delete list, select one of the following:

+ Never
+ Hours
N DayS CANCEL

23
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4. Provisioning

d. Ifyou select hours or days in Delete, then in the text area, type the number of hours or days.

e. Click ACTIVATE.

Use “® toenable/disable the schedule.

Disabling the schedule does not delete it.

To enable or disable the snapshot schedule:

In the Assets menu, click 3

(DATA CONTAINERS).

Click the required data container.

Use either of the following methods:

Snapshots pane:

a. IntheSnapshots pane, click

(Options).

b. Click Enable scheduler or Disable

scheduler.

4.2.6.4 Enabling and Disabling the Snapshot Schedule

You can enable and disable the snapshot schedule for a data container.

© aetw-kt

D

Protocol
Date created

Date modified

elastilile

Soft Quota (GB) *

Dedup @)  Compression @) 100

Primary tier (with snapshots)
Object tier CONFIGURE

Hard Quota (GB)*

1500

Learn more

Remate Replicatio No replication service found. Add replication service REPLICATE
i Sn ots Titem  viewall CREATE SNAPSHOT ‘ ‘ EDIT SCHEDULE ‘ |I|
Time Name £ Local Remote Object tier
3/26/2019 15:07 nitializer v - -
i1 Snzpshots 1item  Viewal CREATE SNAPSHOT
Time Name ~ Local R
Disable scheduler
3/26/2019 15:07 nitializer v - —

elastifile



Schedule window

a. Click Edit Schedule.

b. Click “® to toggle (enable or
disable) the schedule.

c. Click Update.

& aetw-kt

Data container name

Protocol
Date created

Date modified

ECFS 3.1.X Management Console GCP User Guide

Quota (GB) *

vedup @)  Compression @) 1000

Primary tier (with snapshots)
Object tier CC

4. Provisioning

Hard Quota (GB) *

1500

Learn more

Remate Replication No replication service found. Add replication service REPLICATE

i} Snapshots 1item  viewall CREATE SNAPSHOT ‘ | EDIT SCHEDULE
Time Name + Local Remote Object tier
3/26/2019 15:07 nitializer v . -

4 ONa edule ®

Every 3 Hours

After 12 Hours

After 5| Days

25
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4.2.6.5 Adding Snapshot Shares

To add a snapshot share:

1. Inthe Assets menu, click &

(DATA CONTAINERS).

2. Click the required data container.

3. Ontherow ofthe snapshot for which you

want to add a share, click = (Options).

4, Click Create Share.

5. Configure the fields as described in the table

below:

ECFS 3.1.X Management Console GCP User Guide
4. Provisioning

Data Containers 2 ifems

Name Data size
990.0MB

performance

AETWO1 0.0B

Protocol
Date created

Date modified

“  Utilization Soft Quota Hard Quota
000.0 GB 578
000.0 GB 5TB

Learn more

99 Remote Replication N replication service found. Add replication service REPLICATE
i3 Snapshots 1item  viewall CREATE SNAPSHOT ‘ ‘ EDIT SCHEDULE ‘ |I|
Time Name + Local Remote Object tier
3/26/2019 15:07 Initializer v — —

i} Snapshots 1item  viewan CREATE SNAPSHOT ‘ ‘ EDIT SCHEDULE |
Time Name » Local Remote Object tier
3/26/201915:07 Initializer v <| Create Share I

Sraran Move to object tier
2 Shares
Edit
Shared directory Status Share name User mapping Snap
Enabled aetw-k/root Everybody » Root Delete
[T
10210255 1AETWO1/

o o W upd: e @

rivieged Cierts @ il scces time

Cllents access Clients' Access
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Field

Description

Shared Directory

The path of the snapshot that will be shared with clients.

If the path does not exist, the following message appears: New
directory will be created. In this case:

1. Select the check box New directory will be created.

/HR/Salaries

New directory will be created UID/GID

2. Click UID/GID. The following window appears:
0 0 755
CANCEL m

3. Setthe UID, GID and Permissions for the directory that will

be created.
4. Click Save.
Share As Optional. A directory alias that will be added to the Share Name. If you don’t
define an alias, the directory path name is used.
Share Name Read only. Comprised from the snapshot name and the directory

path/alias.
To copy the Share Name to the clipboard, click '” ¢ above the field.

User Mapping

The directory user mapping rule (squash).

User ID

Target user for User Mapping.

Default Access

Set the default access permissions for all clients as follows:
e No access

e Listonly

e Readonly

Update time access

For snapshots using the object tier (see Section 7 - Managing the ClearTier
Object Tier):

e On -clients that mount this snapshot modify the file access timestamp.
e Off - prevents clients from modifying the file access timestamp.
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5.

10.
11.

12.

Click Client's Access.

JHR/Salaries 10210.255.1AETWO1/
New directory will be created  UID/GID

o 101011 _———————o » L ]

In the Client IP field, type either the IP address or the Subnet details of the client.

Use the default access rule (above) or drag the slider to the required access rule option:
= No Access

s List Only

= Read Only

If the snapshot user mapping (above) is set to Map root to nobody, toggle Privileged Clients and add at least
one client as a privileged client in order to allow root access to create the file system.

For snapshots using the object tier (see Section 7 - Managing the ClearTier Object Tier):
= On-clients that mount this snapshot modify the file access timestamp.

= Off - prevents clients from modifying the file access timestamp.

Click Add. The client access rule appears.

Repeat Steps 6 to 10 for each additional client for which you need to define access rules.

Click Save.

4.2.6.6 Editing Snapshot Shares

To edit a snapshot share:

1.

In the Assets menu, click

(DATA CONTAINERS) and click the required
data container.

Data Containers 2 items

Name Data size ~  Utilization Soft Quota Hard Quota
performance 990.0MB

000.0GB T8
AETWO1 00B
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© active

2. Click the required snapshot share.

10210255 TAETWO1/

3. Theshare details appear.

.............

cccc

4. Modify the required fields as described (see Section 4.2.6.5 - Adding Snapshot Shares).

5. Click Save.

4.2.6.7 Deleting Snapshot Shares

To delete a snapshot share:

1. Inthe Assets menu, click &

(DATA CONTAINERS).

Data Containers 2 items

Name Data size ~  Utilization Soft Quota Hard Quota
performance 990.0MB ; :
10000 GB 1.578
AETWO1 00B ! :
000.0GB 1.5T8

2. Click the required data container.
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3. Ontherow ofthe snapshot share you want

Hot Tier (utn snapsrots)

to delete, click * (Options)and click
Delete. o

shon litem e cmameswaeshor scrouLen

4. Click YES, DELETE. Delete Root Share?

Root level access will be deleted

Mounted clients will be disconnected.

=
CANCEL YES, DELETE

4.2.6.8 Deleting Snapshots

To delete a snapshot:

elastilile

1. Inthe Assets menu, click &

(DATA CONTAINERS).

2. Click the required data container.

3. Ontherow ofthe snapshot you want to

delete, click - (Options)and click Delete. D e @D 00

Protocol
Date created

Date modified Object tier CONFIGUR e

O¢ Remate Replication Ne replication service found. Add replication service REPLICATE

i View All CREATE SNAPSHOT ‘ ‘ EDIT SCHEDULE ‘ |I|
Time Name + Local Remote Object tier
3/26/2019 1507 nitializer v — —
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Click YES, DELETE.
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Delete snapshot

Are you sure you want to delete Initializer?

o &Y
CANCEL YES, DELETE
3 g

4.2.7 Associating a Data Container with an Object Tier

You can configure an object tier for data containers, and then set object tier policies for Data Container Snapshots
and Snapshot Schedules (see Section 4.2.6 - Creating Data Container Snapshots and Schedules)

To configure an object tier from a Data Container:

1.

2.

3.

In the Assets menu, click 3

(DATA CONTAINERS).

Click the required data container.

Click CONFIGURE.

Data Containers 2 items

Name Data size &  Utilization Soft Quota Hard Quota
performance 990.0MB
000.0 GB B
AETWO1 00B : ,
000.0 GB 1.5TB

© AETWO1

ssssssssssssssssssssss

Soft Quota (GB) * Hard Quota (GBE) *

1000 1500

Primar}f tier [with snapshots)
Object tier CONFIGURE Learn more
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If the object tier is not set up, click set it up and proceed as described in Section 7.1 - Enabling the Object
Tier.

4. Inthe Pair object tier window, Object tier list, select your @
required object tier.

Associate this data container with object tier:

CANCEL

If the object tier is not setup, then in the Pair object @
tier window, click Create object tier and follow the
procedure in Section 7.1 - Enabling the Object Tier No object tiers found - Create object tier

5. Click PAIR. The object tier is paired.
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4.3 Disaster Recovery for Data Containers

Data containers can be asynchronously replicated to remote sites for disaster recovery. For more information on
enabling asynchronous replication, see Section 6 - Managing Asynchronous Disaster Recovery.

4.3.1 Replicating Data Containers for Disaster Recovery

To replicate a data container for disaster recovery:

1. Onthelocalsite, in the Assets menu, click @

(DATA CONTAINERS) and click the required

Data Containers 2 items
data container.
Name Data size ~  Utilization Soft Quota Hard Quota
performance 990.0 MB
000.0 GB T8
AETWO1 0.0B

000.0 GB 1578

2. Click REPLICATE.

Soft Quom (68)* Hard Quota (G8)
1000 1500

LY

Primary tier (with snapsnots) 810.0M8

Object tier @ Google 008
Total 810.0MB

If a replication service does not yet exist, click Add replication service and follow the instructions as
detailed in Section 6.1 - Enabling an Initial Replication Service for Asynchronous Replication from Step 2
till the end of the Section 6.2 - Pairing Local and Remote Sites.
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3. Configure the following fields as described OQ IDD replication setup
in the table below:

Remote site

(AETW_REmﬂte — ]

RPO

Snapshots retention

Replicate Share's access rules (ACLs)

OFF - Target ACLs are managed ON - Target ACLs are
separately on both ends managed by source only

Remote Site The required remote site.
RPO The required Recovery Point Objective.
Snapshots retention Number of snapshots retained on the remote site.

Replicate Share's access rules (ACLs) | If during recovery you will migrate the local clients to the remote site,

select ON.
If you select ON, you will not be able to modify the ACLs until the

remote DC is active.
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4. Click CONNECT. When the data container Q@
replication configuration has been setup .
successfully, a notification appears at the Remote site
bottom of the window. Click CLOSE.

° Data container replicated successfully

5. The Remote Replication details for the data
container appears.

Protocol Primary tier (with snapshots)

Datecreated Object tier ) Google
Date modified Total

The data container starts replicating itself as soon as the connection is created. The time required to
complete replication depends on the amount of data in the data container and the connection
bandwidth.

The RPO is enforced only after the initial replication has successfully completed.

To view the data containers that are replicated to particular remote site:

1. Inthe Assets menu, click Y9 REMOTE SITES.
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2. Click the remote site name. The replicated AEILETEE

Management service IP: 35224.106.68

data containers are listed.

Properties

Date created 5/7/2C Replicated DCs

4.3.2 Swapping Data Container Status between Active and Passive

During normal operations, the local data container status is active and the replication on the remote site is passive.

When a disaster recovery situation occurs, you may need to change the status of the remote data container to
active so all read/write operations are directed to it. In addition, if the local site is accessible, you need to change the
status of its local pair to passive to prevent a "collision", which halts the replication.

4.3.2.1 Swapping Data Container Status when the Local Site is Accessible

To make a remote data container active if the local site is accessible:

1. Connectto the remote site Management Console.

2. Ontheremote site, in the Assets menu, click & (DATA CONTAINERS) and click the required data container.

3. Click MAKE ACTIVE. © 1D

Primary tier (with snapshots 008
Object tier Learn more
Remote Replication
Remote Site 4 RepStatus RPO Meeting RPO Last Replicated Access Rules ;:fe'“a‘i”
AETW Connected 30m v 5/7/2019 14:36 v )
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4. Select the Switch roles check box and click Make Active
MAKE ACTIVE.

This site will gain ownership on selected data container.
Switch roles Data container on remote site will become passive

Data container will revert to replicated snapshot : DR_May.07-113533_UTC

Note: Switching roles between replication sites may result in losing data that was written after the
last snapshot was synchronized. If you would like to switch roles without the risk of losing
changes, stop the clients on the active site, wait twice the RPO ( 1 hours ) and only then click on
the MAKE ACTIVE button

CANCEL MAKE ACTIVE

5. Thesnapshot data is copied to the current Make Active
data container, the status of its local pair is

changed to passive and when completed, This site will gain ownership on selected data container.
the status done appears. D _
6. Click CLOSE.

Data container will revert to replicated snapshot : DR_May.07-133251_UTC

Note: The data container on the remote site (in case of recovery) will stay active and replication
will disconnect and stop.

o

The time required to copy the snapshot to the current data container depends on the size of the
snapshot.

4.3.2.2 Swapping Data Container Status when the Local Site is Inaccessible

To make a remote data container active if the local site is inaccessible:

1. Connectto the remote site Management Console.

2. Ontheremotesite, in the Assets menu, click 8 (DATA CONTAINERS) and click the required data container.
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© 1D

oft Quota (GE Hard Quota (G

3. Click MAKE ACTIVE.

DD Dedup Compression @ 100 1500
Protocol @

Date created 5/7/2019 14:20 Primary tier (with snapshots) 008

Date modified 5/7/2019 14:20 Object tier Learn more

Y9 Remote Replication MAKE ACTIVE

Remote Site 4 RepStatus RPO Meeting RPO Last Replicated Access Rules. :;fe"“"""
AETW Connected 30m v 5/7/2019 14:36 v o}
4. Clear the Switch roles check box and click Make Active

MAKE ACTIVE.

This site will gain ownership on selected data container.
D Switch roles Data container on remote site will remain active

Data container will revert to replicated snapshot : DR_May.07-133251_UTC

Note: The data container on the remote site (in case of recovery) will stay active and replication

will disconnect and stop.

5. Thesnapshot datais copied to the current Make Active
data container and when completed, the

status done appears. This site will gain ownership on selected data container.
6. Click CLOSE. @Z tchroles  (Data container on remote site will remain active

Data container will revert to replicated snapshot : DR_May.07-133251_UTC

Note: The data container on the remote site (in case of recovery) will stay active and replication
will disconnect and stop.

0
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The time required to copy the snapshot to the current data container depends on the size of the

snapshot.

To make the local site passive after it becomes accessible again:

1.

2.

3.

4.

5.

Under Remote Replication, click
(Options).

Click Make local passive.

Click YES, MAKE PASSIVE.

Protocol
Date created

Date modified

Dedup @)  Compression W)

4 Repstans

vecup @) Compression )

4 Repstaws

Primary tier (win snapshots)
Object tier () Google
Total

Soft Quota (8)
1000

Primary tier (with snapshots)
Objecttier (g Google
Total

Mesting RPO Last Replicated

x

On the local site, in the Assets menu, click &) (DATA CONTAINERS) and click the required data container.

hots 2items  Viewall

Make Local Passive

Make local passive
CREATE SNAPSHOT

Are you sure you want to make the local replication passive?

nnnnnn Stop Replication

CANCEL YES, MAKE PASSIVE

When you want to make the active site active again, perform the procedure detailed in Section 4.3.2.1 -

Swapping Data Container Status when the Local Site is Accessible.
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You can create a test image of a passive data container that is hosted on your ECFS system The test image is created

from the latest replicated snapshot to verify read/write operations and data consistency.

To create a data container test image:

1. On the passive site, in the Assets menu, click & (DATA CONTAINERS) and click the required data container.

2. Click CREATE TEST IMAGE.

3. In Data container name, type a new data
container name and click CREATE.

4. When the test image is created, click CLOSE.

& oD
0 ompression @

Protocol [ nes ) Primary tier i snapsnots) 008

Date created 577 Object tier () Google 008

Date modied Total B —

+ RepSiaws RPO Mecting RPO. Last Replicated

v

Create test image

This will copy the data from the snapshot te a new data container for testing purposes.
At this stage no mare clients can be added to prevent data corruption.

Replication Gateway

[rop-rest |

Dedup Compression

CANCEL

Create test image

This will copy the data from the snapshot 1o a new data container for testing purposes.
At this stage no more clients can be added to prevent data corruption.

Replication Gateway

IDD-Test
Dedup Compression .
° Testimage created
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"""""""""""""""""""""""""""""""""""""""""""""""

5. Thesnapshot datais copied to the new e ¢ e s s

data contai | R -
ata container. os | ) s om ; . @ v

1DD-Test

The time required to copy depends on the size of the snapshot.

Once the data is copied, you can modify the new data container share to add clients that will verify data integrity.
4.3.4 Stopping Replication for a Data Container

To stop replication for a data container:

1. Inthe Assets menu, click &) (DATA CONTAINERS) and click the required data container.

2. Ontherequired Remote site row, click
(Options). and click Stop Replication.

Primary tief
Object tier
Total

~ Make local passive
} Snapshots 2items  viewal Hor

3. Inthe Stop Replication window, select the
Allow the replication to finish and only
then stop. check box if you want replication
to complete, then click YES, STOP.

Are you sure you want to stop replication for data container 1DD?

Mote: this action will stop the replication between these data container.
Once stopped, replication can be restarted.

Allow the replication to finish and only then stop.

CANCEL YES, STOP

4.4 Upscaling Your System

You can upscale your system by adding additional hosts as described in the ECFS Installation Guide for your

environment.
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5. Monitoring System Performance

You can view system performance metrics analytics and alerts regarding ECFS’s current performance and recent
activity through the following:
e Dashboard - displays an aggregated view of status and analytics for key system parameters.

e Assets -displays the inventory for the asset you selected.

e System View - displays essential information for each host.
5.1 Monitoring through the Dashboard

The dashboard view displays essential information such as system capacity, performance, maintenance information
and an infrastructure review.

elastifile

Primary tier

~apacity Performance

Jastifle)
Threughput 0.0B/Sec  TopData Containers elastiiefocal

O 9/ Estimare free 3
0 Z5TH
o M 1
o ol I
3168 1278 he now
10Ps 0.0 In
1:1.0
e 250
Top Data Containers Capacit 150 6 O
2
o
Latency 0.0m:
“
s
2 (=T = D 0 0

Capacity

See Section 5.2 - Capacity.

Performance

See Section 5.3 - Performance.

Service Name

Information displayed here depends on the load balancer option you selected during

deployment:

e Ifusing Round robin DNS: the NFS service name, is displayed.

e Ifusing the Cloud load balancer: the cloud load balancer NFS IP address is
displayed.

Nodes

The number of storage nodes in the cluster

Failures to Tolerate

Displays the number of servers that can fail without putting the ECFS cluster in
degraded mode, as configured during deployment.
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Devices Displays the number of devices in the system that are:
e Active (large numerals)
e Down

e Suspended
e Readonly
e Approaching limit

Data Containers Displays the number of data containers in the system that are:
e Active (large numerals)
e Suspended

Exports Displays the number of shares (exports) in the system that are:
e Active (large numerals)
e Suspended

Connections Displays the number of mounts that have been initiated by the clients.
If the Virtual Controller Mode is configured to Storage backend and Client frontend,

Connections is not displayed.

5.2 Capacity

The dashboard capacity pane displays the Capacity
information on system capacity. Used
Used capacity N 2 9 0/ Estimated free .~ Estimated free capacity
0 10 GB
Used raw capacity - Total raw capacity
Used effective capacity l Zgg _ Raw ?2 SEE! ; Total effective capacity

Data reduction factor 0

.I 1 9 2dup 1:1.0
N I I r 119
Top Data Containers Capacity

My_fs0
. My_fs1

Top data containers -
My_fs2

My_fs3

Used capacity Used capacity as a percentage of the total capacity (whether raw or effective).
Used raw capacity Bytes used on system devices.
Used effective capacity Actual data size before taking into account data reduction and replication level.
Data reduction factor Level of data reduction based on deduplication and compression.
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Total effective capacity Predicted data size based on current reduction factor.
Total raw capacity Total bytes available on system devices.
Estimated free Estimated free capacity on system devices (“total effective capacity” minus “used

effective capacity”).

Top data containers List of data containers contributing the most to the total effective capacity.

5.3 Performance

5.3.1 Performance Summary Pane

Performance in last 3 hours Top data containers Detailed view selector —\

The dashboard performance pane displays a summary of the
system performance metrics.

Performance
Throughput 0.0 B/Sec Top Data\Containers
o My_fs0
42M My_fs1
My_fs2
00
h now
0.
h

3hr
10PS .0

20k
My_fsO

10k My_fs1

My_fs2
00
3hr

now
Latency 0.0 ms
3
My_fs0 41
16 My_fs1
My_fs2
00
h

3hr now

To display a summary of performance for Throughput, IOPS and Latency:

e Click the required (Throughput, IOPS or Latency) parameter.
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5.3.2 Detailed Performance Window

To display the detailed performance window:

o Click “* (DETAILED VIEW SELECTOR).

The detailed performance window is divided into the following main elements:

Filters and Performance Top Performance
/_ Grouping Pane  Graphs Pane _\ Pane \
7/ \ N\
4 Back — - . Top Clients v
Performance e Throughput Esx30b Lab Il Eastifile Com
7
Time R: ( | | . 5x30d Lab Il Elastifile Com 91.2B/Sec
== bbb 2= | =
I 50 mineee \, H‘t Y hu YUl U\J+u UMV ALA ’l\ W Vr /‘., +\' VALY ‘ Eex0eLab I Blasufle Com
- - 10PS
4 Hour: Esx30b.Lab. astifile.Com
24 . s L Bl C
Week ) 1.0 a Esx30d Lab.IL Elastifile. Com
o | i \ : " Esx30c.Lab.ll Elastifile. Com
B LatenCy Esx30b.Lab. L Elastifile.Com
1 .2 ms i Esx30d Lab.ILElastifile. Com
View Data by . . . Esx30c.Lab.Il Elastifile.Com
&) Read
@ wite
@ TotaljAvg
@ Metadata

Filters and Grouping Pane | Displays the time range filter options and view data filter options. See Filters and
Grouping Pane.

Performance Graphs Pane | Displays filtered metric data in graphical formats. See Performance Graph Pane.

Top Performance Pane Displays top data containers and clients. See Top Performance Pane.
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5.3.3 Filters and Grouping Pane

This pane provides options for filtering and grouping the data to 4 Back

be displayed.
Performance

Time Range

/I 30 minutes

Time Range Filter / 3 Hours

View Data by

) Read

View Data Filters
\\ @ write

Q Total/Avg

0 Metadata

The Filters and Grouping items are described in the following table:

Time Range Defines the performance period you want to review.

View Data Select the check boxes for toggle view (on / off). This will show/ hide the associated
information from:
e Allthe graphs
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5.3.4 Performance Graph Pane

Metrics Bubble
This pane displays the filtered and grouped metric data as — Nl
grap hs. Performance ' Toe Moy 17741 7M : z
Time Range - Rest 62 231.6.

| 30 minutes

10PS

59.3.

24 Hours

Latency

4.2..

View Data by

The performance graph are described in the following table:

Metrics bubble Hover over the graph to display the metric bubble displaying metrics for that

particular point on the graph.

5.4 Monitoring Assets

For each type of asset, you view the inventory and see each asset's properties and performance details. These views
can be used to pinpoint issues when troubleshooting the system.

To display the properties view for assets:

Senvices 10 tems.

1. Inthe Assets Menu, click the required asset .
(in this example: [ (SERVICES): P e s

vHeads 4 ftems PROPERTIES |  PERFORMANCE

2.  When viewing data containers, clients and N T I
services, click PERFORMANCE to display
Throughput, IOPS and Latency
performance:

Throughput Current total throughput of data accessing the asset, with a breakdown into read and
write.

I0PS Rate of IO operations, with a breakdown into read and write.

Latency Average latency, with a breakdown into read and write.

: (Options) For future use
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5.4.1 Top Performance Pane

Switch between the data containers and client views to see top performance displays for the following metrics:

o Throughput - Top assets that have the highest throughput within the selected time frame.

e IOPS - Top assets that have the highest IOPS within the selected time frame.

e Latency-Top assets that have the highest latency within the selected time frame.

5.5 Monitoring Data Containers

To display the properties view for data containers:

1. Inthe Assets Menu, click &
(DATA CONTAINERS):

Data Containers 2 items

Name Data size +  Utilization Soft Quota Hard Quota

performance 990.0MB

AETWO1 0.0B

You can sort certain columns by clicking the column header. Change the sort order by reclicking the

same column.

Name Name you used for your data container.

Data size Size of the data stored in this data container, including primary and object tiers.
Utilization Percentage of the allocated quota used by the DC on the primary tier.

Soft Quota Storage (in GB) which, when passed, raises a notification.

Hard Quota Storage (in GB) limit which cannot be surpassed.

Primary Tier Size

Size of the data from this data container stored in the primary tier.

Object Tier Size

Size of the data from this data container stored in the object tier.

Dedup

Indicates if deduplication is enabled or disabled for this data container.

Compression

Indicates if compression is enabled or disabled for this data container.

Protocol

File system protocol used by this data container. Currently, only NFSv3 is supported.

Object Tier

N/A

Replication Role

Role of the data controller in an Async-DR pair (either source or target).

E (Options)

Click to edit or delete the data container on that row.
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To display detailed information for a specific data container:

1.

required data container.

Data container name

In the Data Container column, click the

© active

The name you want to use for your data container. Field messages appear for invalid
names (such as names already used or names that are too short).

Dedup

Toggle to enable/disable data deduplication for the data container.

Compression

Toggle to enable/disable compression for the data container.

Soft Quota Storage (in GB) which, when passed, raises a notification.
Hard Quota Storage (in GB) limit which cannot be surpassed (optional)
Protocol Click to select file system protocol (currently only NFSv3is supported).

Date Created

Date the data container was created

Date modified

Date the data container was last modified.

Primary Tier (with

Size of the data from this data container, including snapshots, that is stored on the

snapshots) primary tier.

Object tier Size of the data from this data container, including snapshots, that is stored on the
object tier.

Total Click Learn more to view more details on distribution of data container data among

tiers.
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In addition, there are four panes for

Primary tier (w
Object tier

managing the following features in relation

to this data container:

Total

vvvvvvvvv

Sharec divectory stas User mapsing

This data container has no snapshots.

uuuuuuuuuu

AAAAAAAA

Remote Replication

Configure and manage Async DR for this data container.

Snapshots

Create and manage snapshots for this data container.

Shares

Configure and manage shares for this data container.

Data tiering

Configure and manage data tiering for this data container.

Data Containers 12 iterm:

PROPERTIES  [PERFORMANCE] ~ OBJECTTIER  REPLICATION

2. Click PERFORMANCE to display o
Throughput, IOPS and Latency
performance:

Throughput Current total throughput of data accessing the asset, with a breakdown into read and
write.

I0PS Rate of IO operations, with a breakdown into read and write.

Latency Average latency, with a breakdown into read and write.

; (Options) Click to edit or delete the data container on that row.
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Data Containers 12 items PROPERTIES ~ PERFORMANCE  [0BUECTTIER|  REPLICATION

sssss

3. Click OBJECT TIER to display object tier . —
statistics for the data containers: .

Name Name you used for your data container.

Object tier name N/A

Data size Size of the cold data stored on the object tier.

Snapshots size Size of the snapshots stored on the object tier.

Total Total size of data stored on the object tier (cold data and snapshots).
Status Object tier status.

: (Options) Click to edit or delete the data container on that row.

Data Containers 9 items PROPERTIES ~ PERFORMANCE  OBJECTTIER [ REPLICATION

P—— e staus wo MestngRro Lt eplsted Aocosstues Bepeaton

4. Click REPLICATION to display object tier
statistics for the data containers: Bt D — . @

x 3/11/201917.05 v D}

passive snirh Connected sm v 3/20/2019 1805 v )

Name Name you used for your data container.

Remote Site Name of the remote site to which the data container is paired.

Rep status Status of the replication connection.

RPO Recovery point objective (RPO) time set for this replication connection.
Meeting RPO Indicates if the last sync occured within the required RPO.

Last Replicated Last date/time a full sync was completed.

Access Rules Indicates if access rules are replicated to the remote site.

Replication Role The role of this data container in the replication pair.

: (Options) Click to edit or delete the data container on that row.
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5.6 Monitoring Events

You can monitor all the events that the system logged.

To view the events log:

1. Click X (Alerts).

O«
m]
O
]

The Events view displays events logged by the system:

Date and Time

The events view table is organized chronologically, with the latest events
listed first. You cannot sort the table according to any other category.

Severity Displays the event severity. Possible values are:
e  Critical
e Info

Event Event details.

5.7 Monitoring through System View

The system view displays essential information for each host such as EMS network status, power state, devices
connected, type of storage, and capacity. In addition, several system actions can also be performed from this

window.

h104.il.elastifile.com h103.il.elastifile.com

h118.il.elastifile.com h115.ilelastifile.com h116.il.elastifile.com

Active Active Active Active Active
Client Frontend Client Frontend Storage Backend 107e Storage Backend 1078 Storage Backend 10Te
EEEEEE EEEEEE EEEEEE

h117.il elastifile.com

A

Active

Storage Backend 101e
EEEEEE
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5.7.1 Host Information

Each host displays the following information:

EMS Power

Data Network({s) Options

e —

X X Virtual Controller Status
h118.il.elastifile.com Icon

Virtual Controller Status \ ‘Af

M~
Active

/— Capacity
Role —\

I~ Storage Backend 10Te

Device indicators ——_|
- ANEEEN

EMS

ECFS Management Service (ECFS‘s VM which also hosts the Management Console).

Network

Displays the status of the data network(s) used by the controller:
e Green - network is connected.

e Red -network is disconnected.

e Grey - network status is unknown.

Virtual Controller Status

Display the status of the controller. The color indicates the status as follows:
e Green - controller is active.
e Red-any other errors.

Virtual Controller Status
Icon

Icon representing the controller status.

Role

Virtual controller role:
e Client Frontend/Storage Backend
e Hyperconverged

Device indicators

Displays devices connected to the server:
e Dark gray - devices used by ECFS.
e Light gray - devices used by other applications.

Capacity Raw capacity available to the system.
- Onti e Configure - (disabled)
(Options) e Install-(disabled)
e Remove from system -remove the host from the ECFS system.
Power If green, indicates that the host is powered.
5.8 Alerts

To see critical events:

e OntheHeader, click f@ (Alerts).
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5.9 Notifiers

The notifiers display feedback for actions and

DASHBOARD BROWSE EVENTS °
< BACKTOLIST

e Confirmation (black toast). e — .

errors. There are two types of notifiers:

= Textual - Forinserts. Disappears after 3
seconds. -

= Textual + Undo link - For delete and
updates. Disappears after 5 seconds.

o Errors (orange toast) - Disappears when error is corrected / error status cleared.

5.10 System Health Indicator

System Health

The System Health indicator, located on the

]
header, shows the current ability of the system o
to maintain a good service level. Health issues z 0
occur when there is a degradation in the service =M ...
level, and/or an increase in the risk of service
degradation or loss.

The System Health Indicator displays the following levels (in order of severity):
e OK-green.

e Attention -yellow.

e Alert-orange.

e Risk -red.

e  Critical - flashing red.

e Down -black.

54

elastifile



ECFS 3.1.X Management Console GCP User Guide
6. Managing Asynchronous Disaster Recovery

6. Managing Asynchronous Disaster Recovery

To asynchronously replicate data containers to remote sites for disaster recovery (as described in Section 4.3 -
Disaster Recovery for Data Containers), you must first configure a replication service. Elastifile recommends enabling
at least two replication services for load balancing and redundancy.

The maximum number of replication servers should take into consideration the amount of data to replicate. In
general, Elastifile recommends one replication service per controller, up to a maximum of 10 replication services per
system.

For asynchronous replication, the infrastructure must be able to support the RPO (Recovery Point
Objective) and the maximum volume of data in a replication backup for that RPO.

Setting up asynchronous disaster recovery requires three main stages:

1. Adding replication services to local and remote sites, see Enabling an Initial Replication Service for Asynchronous
Replication.

2. Pairing local and remote sites, see Pairing Local and Remote Sites.

3. Connecting local site data containers to remote sites, see Disaster Recovery for Data Containers.
In addition, you can manage your remote site disaster recovery, including the following tasks:

e viewing remote sites, site details, and errors, see Viewing Remote Protection Sites.

« editing local and remote site credentials for pairings, see Editing Local and Remote Site Pairings.

e removing remote sites to manage disaster recovery, see Removing Remote Site Pairing.
6.1 Enabling an Initial Replication Service for Asynchronous Replication

To add an initial replication service:

1. Inthe Assets menu, click OO REMOTE SITES,

There is no replication service in your system
To enable replication to remote sites, follow these steps:

[ 1] 2] ©

Add replication Pair with Manage data
service remote site containers

then under 0Add replication service, click
System view.

onlocal

n loc (Under
(under remof

2. Click SETUP REPLICATION SERVICE. e e L

Managementsenices | Replication servces s
@B B &y
J 10.128.0.9 10.128.0.15 10.128.0.17
aetw °
v ctive A ctive

SETUP
Active REPLICATION
SERVICE
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3. Select the check boxes as follows: Q@

= Enable High availability - recommended.
Adding replication services will add instances to your system.

= Use external network for replication traffic - select if

7] Enable High availabilit
the remote site is located in a different GCP project orin a . reates an actional inst

different cloud provider.
Use external netwark for replication traffic

4. Click ADD.

5. After the replication services are added, click CLOSE. °

create instances

test client network connectivity
start replication agent service

set ccweb password

monitor service

get replication agent version
Operation completed successfully

R S N TR
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System 3 Storage nodes 6 3478

6. Two replication instances with external

networks are created. ® ; o017
ER

10.128.0.22 10.128.0.16

(]

ADD A
REPLICATION Active Active
SERVICE

7. Repeat the above procedure for the remote ECFS.

To add additional replication services for load balancing and redundancy, see Section 6.4 - Adding
Additional Replication Services

6.2 Pairing Local and Remote Sites

To pair a local and remote site:

Sytem e » Semp comectonstatss G Replenedoes D Hossanes °

There are no paired remote sites.

o %
Tip: use the red button

I

1. Inthe Assets menu, click @(9 REMOTE SITES,

then on the FAB click (Pair with remote
site).

=

2. The Pair with remote site window appears. @@

3. Under Remote site details, in Management
service IP, type the IP address of the
remote site.

4. In User name, type the required user name
for the remote site.

5. In Password, type the remote site
password.

6. Under Local site details, in Management \ ‘ \
service IP, type the required IP address of
the local site.

7. In User name, type the required local site
user name.

8. In Password, type the local site password.
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9. Click PAIR.

10. Theremote site IP address, credentials, and
version compatibility are validated. If valid
and the connection is successful, the local
and remote sites are paired.

11. Do one of the following:

ECFS 3.1.X Management Console GCP User Guide
6. Managing Asynchronous Disaster Recovery

AETW was successfully paired with AETW_Remote.
You can start replicating to this remote site from the data containers page.

DONE GO TO DATA CONTAINERS

= Toreplicate a data container, click GO TO DATA CONTAINERS and refer to Section 4.3.1 - Replicating Data

Containers for Disaster Recovery.

= Otherwise, click DONE. A list of Remote
sites appears.

System game + systemIP Connection status (> Replicated DCs %) Hosted DCs.

emote
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6.3 Managing Remote Protection Sites

6.3.1 Viewing Remote Protection Sites

To view remote protection sites:

1. Click 99 REMOTE SITES. == — e -

System Name

The name of the remote protection site.

System IP

The IP address of the remote protection site.

Connection Status

The connection status of the local site and the remote protection
site pairing, including the following:

e Connected

e Failed

e Disconnecting

—+ Replicated DCs

The number of replicated data containers on the remote protection
site.

Hosted DCs

The number of hosted data containers on the local site.

To view the details for a remote protection site:

1. Double click the required remote site name.

Name

Name Connection Status

99 DSM VC17 (deployeu by tesla)

The name of the remote protection site.

Management service IP

The IP address of the remote protection site.

Connection Status

The status of the local site-remote protection site connection as
follows:

e Connected

e Disconnected

o Failed

e Disconnecting

Date Created

The date and time of the remote protection site pairing.

Replicated DCs

The number of replicated data containers and their total size on the
remote protection site.

Hosted DCs

The number of hosted data containers and their total size on the
local site.
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Data container name The names of the data containers on the remote protection site.
Rep Status The status of the local and remote site connection:

e Connected

e Stopped

. Failed

e Disconnecting

RPO RPO (Recovery Point Objective) or time interval threshold for a
connection disruption after which the replicated data container
backup exceeds the maximum tolerance for recovery. The RPO is in

minutes.
Meeting RPO The RPO status indicating whether the RPO is being met.
Last Replication The date and time of the last replication.
Access Rules Status indicating if ACLs are replicated on the remote site.
Role Replication role of the data container, either:

. "-the data container is a replicated container.

. - the data container is a hosted container.

6.3.2 Editing Local and Remote Site Pairings

Edit local and remote site pairings to manage site credentials.

To edit a local and remote site pairing:

1. Click 99 REMOTE SITES. — e -

2. Ontherequired remote site row, click
(Options). The options menu appears.

3. Click Edit and edit the remote site and local @ Pair with remote site

site details as required:
Remote site IP and credentials Local site credentials

= In the Remote site details section, in (R Management servic
Management service IP, type the IP 100.200.10.21 100.200.10.14
address of the remote site.

= In User name, type the required user m-systemot m-EMS-S
. Incorrect user name or password
name for the remote site.
Pa L Pa
= InPassword, type the remote site sesccces seccesce
paSSWOFd. Incorrect user name or password
Bad remote site credentials CANCEL
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= Inthe Local site details, in Management service IP, type the required IP address of the local site.
= In User name, type the required local site user name.

= In Password, type the local site password.

4. Click UPDATE. The remote site IP address, °
credentials, and version compatibility are
validated. If valid and the connection is AETW was successfully paired with AETW_Remote.
You can start replicating to this remote site from the data containers page.

successful, the local and remote sites are
paired.

DONE GO TO DATA CONTAINERS

Remove remote protection sites to manage disaster recovery sites.

All hosted and replicated data containers connected to a remote protection site must be disconnected
before removing a remote protection site, see Stopping Replication for a Data Container.

To remove a remote protection site pairing:

1. Click @O REMOTE SITES. - = e o o v
2. Ontherequired remote site row, click E o '
(Options).
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3. Click Delete then click YES, DELETE. The Remove remote site
local and remote site pairing is removed.

Are you sure you want to delete San Fransisco?

CANCEL YES, DELETE

6.4 Adding Additional Replication Services

To add another replication service:

1. Click DX SYSTEM VIEW.

elastifile

2. Click VIEW ALL.

elastifile

DSM VC17 (deployed by tesla)

3. Click ADD A REPLICATION SERVICE. ==

............

RepcamON | | e

4. Perform Steps 1to 6in Section 0.1 - Enabling an Initial Replication Service for Asynchronous Replication.
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DSM VC17 (deployed by tesla) elqg}i!ile

5. In System View, click INSTALL. =n

1011200181 1011200182 1011200183

DSMVC17 (deployed by tesla) elastifile

6. When the replication service status changes
to Ready to Deploy, click DEPLOY. el RS o B0 o

1011200182 1011200183

7. Inthe Deployment Summary window, click

DEPLOY. ; o I :
Deployment summary

Please confirm the deployment of replication service.

CANCEL DEPLOY
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8.

When the replication service has been
deployed, do one of the following:

Click GO TO DASHBOARD.

Click CLOSE to return to System view.
The Replication service status initially
displays Init, then Active.

ECFS 3.1.X Management Console GCP User Guide
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° Deployment done!

Operation in progress...

Configure replication agent job »» set external ip address for physical
Configure replication agent job => set client ip address for physical
Configure replication agent job == test client network connectivity
Configure replication agent job »> set replication agent active
Operation completed successfully.

The replication service was successfully added to your local system.

Verify that a replication service also exists on the remote site, then pair your sites
to enable data container replication.

CLOSE GO TO DASHEOARD

DSMVC17 (deployed by tesla) elastfile

mE o || mE ol mm
1011200181 1011200182 1011200183
0 2 2 nawe aatne satve
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In the age of data growth, primary storage cost reduction is a major concern. A large portion of the data created by
business applications is hardly accessed after a certain time but is needed for analytics purposes or historical fact-
checking. Physically moving the data to another cheaper system is cumbersome both for the system admin and
more so for the application users who don't know which system to check. Running analytics on multiple systems is
nearly impossible.

Elastifile ClearTier moves data automatically to a cheaper object store (either cloud services or on-prem third-party
solutions) while keeping the files available via the same NFS mount point.

Frequently used data (hot files) will enjoy the high performance of a primary storage solution, while older files (cold
files) will be moved in the background to the object tier. All the files metadata will be stored on the primary storage
so the whole namespace will appear as a single file system to the application regardless where the files reside. File
updates will be done on the primary storage tier in sub-file chunks and will not require to warm a full file just to
update a portion of it.

ClearTier also gives you the option to move a full snapshot from the primary tier to the object tier, in order to free
precious space from the primary tier while keeping as many backups as you like. Since each snapshot maintains the
full directory structure and files attributes, it can serve as a backup and archive solution, answering business archive
requirements. Snapshots on the object tier can be accessed using Elastifile CloudConnect if you need to recover a
specific snapshot.

Based on Elastifile CloudConnect technology, ClearTier optimizes object storage by compressing data before moving
it to the object tier and by utilizing deduplication to ensure that only unique data is written and existing data is just
referenced by a new write command.

Use one of the following procedures to enable the object tier as follows:

= Section 7.1.1- Enabling the Object Tier Automatically - use this option to create an object tier in the same
GCP project as the ECFS.

= Section 7.1.2 - Enabling the Object Tier Manually - use this option to create an object tier in a different GCP
project to the ECFS, or with a different cloud provider.

You can create an object tier automatically if the object tier will be located in the same GCP project as the ECFS.

When you create an object tier automatically, two replication services with only internal networks are
created.

If you want to create an object tier automatically but with external networks in addition to the internal
ones, first create the replication servers manually as described in Section 7.1.3 - Creating Replication
Services for an Object Tier with External Networks, then perform the following procedure.
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If you will create an object tier without external networks, you must enable private Google access as a
prerequisite for enabling the object tier automatically.

For more information on how to check and configure private Google access, see:
https://elastifile.freshdesk.com/support/solutions/articles/42000046543-private-google-access

To enable the object tier automatically:

1. Inthe Assets menu, click & OBJECT TIERS. Cloud C200

Data Containers 2 items

Name Data size +

DC_001

m

DC_200

m

S|

OBJECT TIERS

2. Click Activate Clear Tier on the current Clear tier
project.

Clear tier can help reduce costs by automatically moving used files and snapshots to a cheaper object store.
The files remain accessible using the same interfaces as files stored on the primary storage.

Object tiering requires two additional cloud instances.

MNOTE: Enabling object tiering will disable Asynchronous distaster recovery.

Activate Clear Tier on the Manually configure
current project Clear Tier
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3. After several minutes, your object tier is
created. Click CLOSE.

Object tier Created

7.1.2 Enabling the Object Tier Manually

You can create an object tier manually if, for example, the object tier will be located in a different GCP project to the
ECFS, or with a different cloud provider.

When you create an object tier manually, replication services with external networks are created.

To enable the object tier manually:

1. Inthe Assets menu, click & OBJECT TIERS. Cloud C200

Data Containers 2 items

Data size +

OBJECT TIERS
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2.

3.

4.

5.

In the Clear tier window, click Manually
configure Clear Tier.

Select one of the following providers:
= Google
= Amazon Web Service (S3)

= Cloudian HyperStore

In the Configure project window, in Name,
type the name of your cloud project, the

region, endpoint and alert level.

ECFS 3.1.X Management Console GCP User Guide

7. Managing the ClearTier Object Tier

Clear tier can help reduce costs by automatically moving used files and snapshots to a cheaper object store.
The files remain accessible using the same interfaces as files stored on the primary storage.

Object tiering requires two additional cloud instances.

MNOTE: Enabling object tiering will disable Asynchronous distaster recovery.

Activate Clear Tier on the
current project

Select provider

e Google

©ceose  Configure project

Manually configure
Clear Tier

[ (Step 1 of 4)

(r CLOUDIAN
Hyperstore

aannS3

CANCEL

(Step 2 of 4)

| AETW

| us-centrall

|1on

BACK

e Google and Amazon Web Service (S3) do not require an end point.

Click NEXT.
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6. Ifyourselected provideris:
=  Google:
+ Inthe Upload JSON file window, drag and drop your credentials JSON file to this window.
= Amazon Web Service (S3) or Cloudian HyperStore
a. In Access Key, type your access key.
b. In Service Key, type your service key.

c. Click SAVE.

7. After several minutes, your object tier is
created. Click CLOSE.

Object tier Created

7.1.3 Creating Replication Services for an Object Tier with External Networks

To create replication services with an external network for an object tier:

1. Inthe Assets menu, click X SYSTEM VIEW.

3478

Replication services
10.128.0.9

SETUP Active
REPLICATION
SERVICE
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2. Click SETUP REPLICATION SERVICE and select both check @@

boxes (Enable High availability and Use external network N

for replication traffic). Adding replication services will add instances to your system.
3. Click ADD. Enable High availability

Use external network for replication traffic

L
4. After the replication services are added, click CLOSE. °

v create instances

v test client network connectivity
v start replication agent service
v set coweb password
v monitor service

v get replication agent version

v Operation completed successfully.

5. Two replication instances with external networks are created. You can now create the object tier as described in
Section 7.1.1 - Enabling the Object Tier Automatically.

7.2 Managing Your Data Tiering Policy

The Data tiering window shows the target data tiering policy and the actual use of primary and object tier storage.
The data tiering policy consists of two conditions:
e the percentage of total storage used by primary storage and the object tier.

e thetime period an object must not be accessed for it to be moved to an object tier.
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To modify your data tiering policy:

1. Inthe Assets menu, click & OBJECT TIERS.

2. Click Edit Policy.

3. Modify the following as required:

= Set Primary/Object tier ratio - click any
location on the bar or drag the bar slider
to the required ratio.

= Restriction - type the number of days
that an object was not accessed for it to
be moved to an object tier.

= Click UPDATE.

7.3 Managing Object Tiers

7.3.1 Deleting Object Tiers

ECFS 3.1.X Management Console GCP User Guide
7. Managing the ClearTier Object Tier

Data tiering

Primary tier Object tier Conditions
1 Only move files that have not been accessed for
30% % 14 days

4 Provider Alertlevel Actual capacity  Status

@) Google 9178 — Running

Target

Set Primary/Object tier ratio

Primary tier Object tier
_I_
35% 65%
Restriction

Only move files that were NOT accessed for:

14

CANCEL

You cannot delete an object tier that is used by data containers.
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To delete an object tier:

Cloud C200

1. Inthe Assets menu, click & OBJECT TIERS.

=] OBJECT TIERS

Object tlers

Name a provider Aertlevel Actual capacity  Status

2. Ontherequired object tier row, click
(Options) and click Delete.
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Click -2 (ADMINISTRATION) to open the following system menu items:

e System Settings - reconfigure the system using the installation wizard.

e System Operations - contains various system operation options such as shutting down and restarting a system.

e Log Collection - lists log files and enables you to generate logs on demand.
e RESTAPI Docs - describes the REST API for accessing the ECFS Management System.

e About -displays information about licensing and system properties.

You can change system settings using a similar interface to the configuration wizard that you used during system
installation.

To access the System Settings:
1. Inthe header, click -° (ADMINISTRATION).

2. Click System Settings.

3. Click any of the subcategories and modify s e oo
the settings as required (see the ECFS ‘
Installation Guide for your environment).
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8.2 Performing System Operations

In the System Operations window, you can perform various administration tasks as described below.
To access System Operations:

1. Inthe header, click °- (ADMINISTRATION).

2. Click System Operations and select the required operation X  System shutdown / start
as described in the following table.

testarts the system's services after a planned or emergency lockdown.
Restarting an active system disconnects all clients and restarts ECFS services.
REACTIVATE
+
urrent configuration after a fresh
() Format and restart system

Drop all data and then brings up the system again using the current
configuration!

FORMAT SYSTEM

Shutdown/Start Safely shuts down the system or starts a system that has been shutdown.
System

Reactivate Restarts the system's services after a planned or emergency lockdown.
Download config file Downloads a json configuration file you can use to restore to the current

configuration after a fresh installation or when resetting to a clean state.

Format and restart system | Clears all data and then brings up the system again using the current configuration.

Redeploy System Shuts down the file system and run the setup wizard again. You can then setup using
different hardware configuration.
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To access logs:

1. Inthe header, click L2 (ADMINISTRATION).

2. Click Log Collection. A list of logs generated by you or the system appears.

3.  You can download or delete each log by clicking the appropriate icon at the end of the row.

To generate a logs:

1. Click GENERATE LOG.

2. Select the required log: System log or
Single host log.

Generates logs for all relevant hosts

3. Ifyou selected Single host log:

a. Click Select host. The list of hosts
appears.

b. Click your required host.

4. Ifyou also require trace files, select the Add
trace files (larger file size) check box.

[_] Add trace files (larger file size) CANCEL

5. Click GENERATE.

6. The Generating report message appears and your log will appear in the log list.

ECFS includes a REST API for accessing the ECFS Management System.
To access the REST API online documentation:

1. Inthe header, click L2 (ADMINISTRATION).

2. Click REST API docs.

The Elastifie REST API allows you to execute depioyment, provisioning and monitoring commands on the Elastifle cluster. Both request and response use the JSON format.

Resources

Client networks
Resource Description

To return to ECFS Management Console, click the back arrow in your browser.
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8.5 Licensing Information and System Properties

To display licensing information and system properties:

1. Inthe header, click L2 (ADMINISTRATION).

2. Click About. [«  System properties License  UPDATELICENSE
Version 201143500 82b7a74c33af el7 centos )
Deplogmentiype No license found.
Deployment mode
System name

uuID
Uptime

Failures to tolerate
NFS Address

Data network
Data network 2
Created at
Updated at

8.5.1 Updating the License

To update the license:

1. Inthe header, click -* (ADMINISTRATION).

2. Click About, then click UPDATE LICENSE.

CANCEL UPDATE LICENSE

3. Copy the contents of the license.txt file you received from Elastifile and paste in the text box.

4. Click UPDATE LICENSE.
8.6 Upgrading the ECFS System

You can upgrade the ECFS system without disrupting system operations.
To obtain the .tar upgrade file, contact Elastifile.

To upgrade ECFS:

1. Inthe header, click -°2 (ADMINISTRATION).
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2. Click About. [»

Current Version: 2.0.2.3-45110.b5923c5hb3dc3.el7.centos
You'll be notified about available upgrades by the Elastifile support team.

3. Dragand drop the .tarfile into the

designated area, or browse to and select For more information about the upgrade procedure, see the Elastifile User Guide.
the file.

4 Select the upgrade method as explained in ﬁ Drag and drop the tar file here or click to browse
the window.

5. Click UPGRADE SYSTEM.

8.7 User Profile

Click 4 (USER) to open the following user menu items:
e Change Password

e Logout

8.7.1 Changing Your Password
When you log in to ECFS for the first time, Elastifile recommends that you change your password.

To update your password:

1. Click B (USER), then click Change Password.

2. Inthe appropriate fields, enter your current password and
your new password.

. Your password should be at least 6 characters long.
3. Click SAVE.
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To logout from ECFS:

1. click = (USER), then click Logout.
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A system lockdown can occur when one or more ECFS subsystems malfunctions.

To resolve a system lockdown:

1.

For each faulty host, do the following:

a. Confirm the faulty hostis up and running.

b. Confirm the faulty host is connected.

In System View perform the following:

a. Confirm faulty hosts' power indicator is green.

b. Confirm the faulty hosts' data networks indicators are green.

¢. Confirm the Virtual Controller Status displays Awaiting Reactivation.

Click E‘] (ADMINISTRATION), select System Operations and click REACTIVATE.

If the system does not reactivate, contact Elastifile Support.

9. Troubleshooting

If ECFS detects a device with degraded performance, it disables the device by removing it from the data path and
marks it as failed.

ECFS indicates failed devices in several views:

il

System view - the number of devices and

raw capacity are updated to reflect the 1 e o et

eManage

failed disk. In addition, the failed disk in the 2
host is red.

esx27b.lab.il.elastifile.c. esx27d.lab.il.elastifile.c.

Management Service 696c8 696c8 696c8
You can hover over the failed disk to see [I]

more information on the failure.
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Host view - the Status column displays [= 10.2517.197 1/8
Failed for any row with a failed device.

© noie © oestanion & ncs

WMnieT - 106 - Elastifle - Data) - SW Whnic3 -106 - LinkDawn - Elastifile - Data 26w

g
§

.......................

Device view - the Status column displays
Failed for any row with a failed device.

8 8 8 8 f

To resolve a failed device:

1.

6.

Click [ SYSTEM VIEW and locate the host with the failed device.

On the host with the faulty device, click * (Options), and click Remove from system and follow the
instructions.

Power off the host and replace the failed device.
Power the host up.

Click [x] SYSTEM VIEW and click HOSTS.

Select the required host and follow the on-screen instructions.

9.3 Events List

The following table lists possible events displayed in the Events View (see Section 5.6 - Monitoring Events).
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Event ID Event Name Class Severity
1 DisklOError Disk Minor
2 TransientDiskError Disk Warning
3 ClientConnectionDown Protocols Info

4 ClientConnectionEstablished Protocols Info

5 MPoolResourcelimitExceeded Platform Major
6 EThreadsResourcelimitExceeded Platform Major
7 RPCHandlerResourcelimitExceeded Platform Major
8 PStoreConcurrencyResourcelimitExceeded Disk Minor
9 PStoreDirectBucketResourcelLimitExceeded Disk Minor
11 ControlSystemStarted Platform Info

12 MountFailed Protocols Warning
13 PANIC Platform Major
15 DiskFormatted Disk Info
16 SlowDevice Disk Major
18 CRCError Disk Major
19 PStoreRotatingLogWaitForIindirectMap Disk Minor
1003 NewMapDeployed File system Info
1004 TransferToMapCompleted File system Info
1005 NodeAdded Platform Info
1006 NodeRemoved Platform Info
1007 DiskAdded Disk Info
1008 DiskRemoved Disk Info
1011 NICAdded Platform Info
1012 NICRemoved Platform Info
1013 ClusterProtocolServiceStopped Platform Info
1014 ClusterMetadataServiceStopped Platform Info
1015 ClusterStorageServiceStopped Platform Info
1016 ClusterProtocolServiceStarted Platform Info
1017 ClusterMetadataServiceStarted Platform Info
1018 ClusterStorageServiceStarted Platform Info
1020 EnodeFencing Control Critical
1021 ClusterLockDown Control Critical
1023 NodelnError Control Critical
1025 RocMapDistributionStarted File system Info
1026 RocMapDistributionFinished File system Info
1027 RocMapDistributionFailed File system Info
1028 OrcMapDistributionStarted File system Info

81

elastifile




ECFS 3.1.X Management Console GCP User Guide

9. Troubleshooting

Event ID Event Name Class Severity
1029 OrcMapDistributionFinished File system Info
1030 OrcMapDistributionFailed File system Info
1031 NodelnPanic Control Info
1032 NodeRestartedAsFEOnNly Control Info
1033 EnterROCDegradedMode File system Info
1034 ExitROCDegradedMode File system Info
1035 ProtocolServicesWriteDisabled File system Critical
1036 ProtocolServicesWriteEnabled File system Info
1038 OwnershipRecoveryStarted File system Info
1039 OwnershipRecoveryFinished File system Info
1040 EcdbMapDistributionStarted Control Info
1041 EcdbMapDistributionFinished Control Info
1042 EcdbMapDistributionFailed Control Info
1043 NodeRestarted Control Info
1044 EcoresUnReachable Platform Critical
1045 DiskFailed Disk Info
1048 PMAPoolDepleted Platform Warning
1049 EnterORCDegradedMode Control Info
1050 ExitORCDegradedMode Control Info
1051 EnterECDBDegradedMode Control Info
1052 ExitECDBDegradedMode Control Info
1053 RocMapDistributionNoCapacity Control Critical
5005 DcHardQuotaExceeded File system Major
5006 DcSoftQuotaExceeded File system Major
5007 EnodeAdded Platform Info
5008 EnodeRemoved (REMOVE_ENODE_EVENT) Platform Info
5009 RemoveEnodeStarted (REMOVE_ENODE_STARTED) Platform Info
5010 DcAdded (CREATE_DATA_CONTAINER_EVENT) File system Info
5011 DcRemoved (REMOVE_DATA_CONTAINER_EVENT) File system Info
5012 ExportAdded (CREATE_EXPORT_EVENT) File system Info
5013 ExportRemoved (REMOVE_EXPORT_EVENT) File system Info
5014 ExportAclAdded (CREATE_EXPORT_CLIENT_EVENT) File system Info
5015 ExportAclRemoved (REMOVE_EXPORT_CLIENT_EVENT) File system Info
5016 InterfaceDown (ENODE_NIC_DOWN) Platform Info
5018 SystemLowCapacity (SYSTEM_LOW_CAPACITY) File system Major
5019 VcenterSyncFailed (VCENTER_SYNC_FAILED) Control Minor
5020 EnodeConsoleError (ENODE_CONSOLE_ERROR) Control Minor
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Event ID Event Name Class Severity
5021 RemoveEnodeFailed (REMOVE_ENODE_FAILED) Control Minor
5022 SecondaryEmanageloined (SECONDARY_EMANAGE_JOINED) Control Info
5023 SecondaryEmanageloinFailed ((SECONDARY_EMANAGE_JOIN_FAILED) Control Major
5024 TenanatSoftQuotaExceeded (TENANT_SOFT_QUOTA EXCEEDED) File system Major
5025 EmanageActivationStarted (EMANAGE_ACTIVATION_STARTED) Platform Info
5026 EmanageActivationCompleted (EMANAGE_ACTIVATION_FINISHED) Platform Info
5027 SystemReactivationStarted (SYSTEM_REACTIVATION_STARTED) Platform Critical
5029 DcReplicationFailed (DC_REPLICATION_FAILED) File system Major
5031 DcTestimageCreatedSuccessfuly (TEST_IMAGE_FINISHED) File system Info
5032 DcTestimageCreationFailed (TEST_IMAGE_FAILED) File system Minor
5034 ReplicationServiceFailed (REPLICATION_SERVICE_FAILED) Platform Major
5037 ExportEnableFailed (ENABLE_EXPORT_FAILED) File system Warning
5038 DataRebuildError File system Critical
5038 domain_logon_failure File system Critical
5039 REPLICATION_SERVICE_ALL_FAILED Platform Critical
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