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Multipathing for Software iSCSI

Multipathing between a server and storage array provides the ability to load-balance between paths when all
paths are present and to handle failures of a path at any point between the server and the storage. Multipathing
is a de facto standard for most Fibre Channel SAN environments. In most software iSCSI environments,
multipathing is possible at the VMkernel network adapter level, but not the default configuration.

In a VMware vSphere® environment, the default iSCSI configuration for VMware® ESXi™ servers creates only one
path from the software iISCSI adapter (vmhba) to each iSCSI target. To enable failover at the path level and to
load-balance I/0 traffic between paths, the administrator must configure port binding to create multiple paths
between the software iSCSI adapters on ESXi servers and the storage array.

Without port binding, all iSCSI LUNs will be detected using a single path per target. By default, ESX will use
only one vmknic as egress port to connect to each target, and you will be unable to use path failover or to load-
balance I/0 between different paths to the iSCSI LUNs. This is true even if you have configured network adapter
teaming using more than one uplink for the VMkernel port group used for iSCSI. In case of simple network
adapter teaming, traffic will be redirected at the network layer to the second network adapter during
connectivity failure through the first network card, but failover at the path level will not be possible, nor will
load balancing between multiple paths.

Some of the user guides and documentation refer to vmknic-based software iISCSI multipathing as “port
binding” or simply as “software iISCSI multipathing.” This paper provides an overview of how to enable vmknic-
based software iSCSI multipathing, as well as the procedure by which to verify port binding configuration.

Configuring vmknic-Based iSCSI Multipathing

To enable vmknic-based software iISCSI multipathing, you must:

* Create two VMkernel port groups and connect one uplink to each of them.

» Bind each VMkernel network adapter to the software iSCSI adapter. Then run a rediscovery of iSCSI targets to
detect multiple paths to them.

Refer to the following sections to learn the network configuration and port binding procedure required to enable
vmknic-based multipathing for software iSCSI.

a) Configuring the Network

Enabling multipathing removes the ability to route to storage. The storage and the VMkernel port must have an
IP address in the same network.

In the vSphere 5.0 release, you can use GUI wizard or CLI commands to configure your network; in vSphere 4.x,
you can use only CLI commands.

1. Using GUI

To enable vmknic-based multipathing for software iISCSI, it is recommended that you have two or more physical
network adapters for iISCSI on your host machine.

1) Connect to the ESXi server using the VMware vSphere® Client™

2) Click the Configuration tab > Networking.
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Click Add Networking.
Select VMkernel and click Next.
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Select Create a vSphere standard switch to create a new vSwitch.

Select all the adapters you want to configure for iSCSI traffic and click Next.

Provide a Network Label for the VMkernel port group and click Next.

Specify the IP address settings and click Next.

Review the details on the Summary screen and click Finish.

Next, to create an additional VMkernel port group to configure port binding, complete the following steps:

1) Click the Properties tab of the vSwitch you created for iSCSI.

2) Create additional VMkernel ports for all network adapters that you connected by selecting the Add tab
under the Ports tab in the vSwitch Properties dialog box.

= iscsivewitch Properties

Ports |Network Adapters I

Configuration | Summary |
wSwitch 120 Ports |
@ iscsPal wirtual Machine ...
Add.., Edi...

Remoyve

o ]
—wSphere Skandard Switch Properties ]
Mumber of Ports: 120
—Advanced Properties
MTL: 1500
—Default Palicies
Security
Promiscuous Mode: Reject
MaC Address Changes: Accept
Faorged Transmits: Accept
Traffic Shaping
Average Bandwidth:
Peak Bandwidth:
Bursk Size:
Failower and Load Balancing
Load Balancing: Port 1D
Metwork Failure Detection: Link. status only
Totify Switches: ¥es b
Failback: Yes
Active Adapters: wrnrnicd LI
Cloze I Help |

3) Select VMkernel and click Next.

4) Provide a Network Label for the VMkernel port group and click Next.

5) Specify the IP address settings and click Next.

6) Review the details on the Summary screen and click Finish.

You can also create VMkernel port groups on different vSwitches. However, if your VMkernel network adapters
are on the same subnet, they must be configured on the same vSwitch.
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All network adapters that you added to the vSwitch will appear as active for each VMkernel port on the vSwitch.
Ensure that you override this configuration so that each VMkernel port maps to only one active adapter.

1) Inthe Ports tab of the vSwitch Properties dialog box, select a VMkernel port and click Edit.

2) Click the NIC Teaming tab and check Override switch failover order.

[ iSCSI-PG1 Properties

General I Security I Traffic Shaping

—Palicy Exceptions
Load Balancing:
Mebwork Failover Detection:
Matify Switches:

Failback:

Failover Order:
[~ owvertide switch Failover order:

| | IRnute based on the originating virtual port 1D j

| | ILink skabus only

[ I‘fes

[ 1 I\‘es

Mame | Speed
Active Adapters

B vmnict 1000 Full
BB wmnicS 1000 Full
standby Adapters

Unused Adapters

| Metworks

Mone
Mone

—Adapter Details

Mame:
Location:

Dirivver s

Lef Ll L

Select active and standbeyw adapters for this port group, In a failover situation, standby
adapters activate in the order specified below.

Mowe Up

Mowe Bown |

o]

Zancel

Help

3) Keep only one adapter under Active Adapters and use Move Down to move other adapters under

Unused Adapters.
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[+ iSCS1-PG1 Properties

Ganeral | Sacurity | Traffic shaping  NIC Teaming |

 Policy Exceptions
Load Balancing: ™ |route based on the ongnating virtual port 10 |
Nebwark Falover Detection: I Juink status only I=
Notify Switches: [T =
Failback: r fres =i
Failover Order:

w7 Cverride switch Failover order:
Sabart acthve and standby sdapters for th port group, In a Faliover shustion, standby

adapters acktivate i the order specfied below,

Mams | Spoed | Metworks 1 et |
Active Adapters _

B vmeicd 1000 Ful Mone P Do |
Standby Adagl ers

Unused Adagters

| @9 kS 1000 Ful Mone ]
— Adapter Details

Inked Corporation 82571EE Ggabit Ethemet Cantroler

Rz VRS

Lacation: PCI 2d000.1

Dirtver: el 000e

[T | cowa bep |

4) Repeat steps 1-3 for each VMkernel port on the vSwitch, ensuring that each port has its own unigue
active adapter.

2. Using CLI

Run the following commands to create the vSwitch and VMkernel port groups, as well as to map each VMkernel
port to one active adapter.

1) Create the vSwitch: esxcfg-vswitch -a iscsivSwitch.

2) Add the first uplink to the vSwitch: esxcfg-vswitch -L vmnic4 iscsivSwitch.

3) Add the first port group on the vSwitch: esxcfg-vswitch -A iSCSI-PGl iscsivSwitch.
4) Add the second uplink to the vSwitch: esxcfg-vswitch -L vmnic5 iscsivSwitch.

5) Add the second port group on the vSwitch: esxcfg-vswitch -A iSCSI-PG2 iscsivSwitch.
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6) Map each VMkernel port to use only one active adapter and to move the second network adapter to the
unused adapter list: esxcfg-vswitch -N vmnic4 -p iSCSI-PGl iscsivSwitch.

7) Map each VMkernel port to use only one active adapter and to move the second network adapter to the
unused adapter list: esxcfg-vswitch -N vmnic5 -p iSCSI-PG2 iscsivSwitch.

8) Assign an IP address to the first port group: esxcfg-vmknic -a -i 192.168.100.1 -n
255.255.255.0 iSCSI-PGI.

9) Assign an IP address to the second port group: esxcfg-vmknic -a -i 192.168.100.2 -n
255.255.255.0 iSCSI-PG2.

b) Enabling the iISCSI Software Adapter

1. Using GUI
To access iSCSI targets, you must enable the software iSCSI initiator on the VMware ESXi server.
Procedure
1) Connect to the ESXi server using vSphere Client.
2) Click Configuration > Storage Adapters.
3) Enable the iSCSI software adapter.
a. For ESXiserver releases prior to vSphere 5.0, iSCSI Software Adapter is listed under the
Storage Adapters tab.
i. Select iSCSI Software Adapter and click Properties.
ii. Under the General tab, click Configure.
ii. Check Enabled to enable the initiator.

iv. To change the default iSCSI initiator name, enter iSCSI initiator name in the iISCSI Name box.

b. For vSphere 5.0, you must add iSCSI Software Adapter to the Storage Adapters category.
i. Click Configuration > Storage Adapters.

ii. Click Add and check Add Software iSCSI Adapter.

(<] add Storage Adapter x|

* add Software jSCSI Adapter

" ndd Software FooE Adapter

K I Cancel Help

iii. To change the default iSCSI initiator name, enter iSCSI initiator name in the iISCSI Name box under
the Configure tab in the iSCSI Software Adapter Properties window.
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(= iSCSI Initiator {¥mhba37) Properties = |EI|5|

General | Metwark Configuration I Drynamic Discovery I Skatic Discavery

—i3C5I Properties
Marne: ign. 1998-01 . com. vmware: esx-host01-64ceae?s
Alias:

Target discovery methods:  Send Targets, Static Target

— Software Initiakor Properties
Skatus: Enahled

CHAP... Advanced. ..

Close | Help |

v

4) Enter the iSCSI target address in Static/Dynamic Discovery.

Dynamic Discovery - Specify the addresses for Send Targets discovery. The ISCSI initiator sends a Send Targets
request to each of the specified addresses, and the discovered targets are added to the static discovery list.

Static Discovery - A list of IP addresses and iSCSI names of targets to connect to. This list can be filled in based
on dynamic Send Targets requests or entered individually. This is a list of targets with which ESX attempts to
establish sessions.

5) Click Close to finish iSCSI initiator configuration.
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2. Using CLI
Run the following commands:
1) Enable the software iISCSI: esxcfg-swiscsi —e

2) To change the default iSCSI initiator name, set the initiator ign:
- esxcli iscsi adapter set --name iqn.1998-0l.com.vmware:esx-hostOl-64ceae7s -A vmhbaXX

3) Add the iSCSI target discovery address:
- esxcli iscsi adapter discovery sendtarget add -a 192.168.100.13:3260 -A vmhbaXX

NOTE: vmhbaXX is the software [SCSI adapter vmhba ID. To find the vmhba ID, you can use the command
esxcfg-scsidevs -a and check for the vmhba ID of “iSCSI software adapter.”

c) Activating vmknic-Based Multipathing for
Software iSCSI

VMware vSphere 5.0 has added a new Ul interface to support multipathing configuration for the software iSCSI
adapter using port binding. (Earlier ESX/ESXi releases had only the command-line interface (CLI) option to
configure port binding.)

1. Configuring Port Binding on vSphere 5.0 Using GUI
a) Connect to the ESXi server using vSphere Client.

b) Click the Configuration tab and select Storage Adapters.

c) Select iSCSI Software Adapter and click Properties.

d) Click the Network Configuration tab and click Add to bind the VMkernel network adapter to the software
iSCSI adapter.

e) The bind with the VMkernel adapter window is displayed, listing all the VMkernel adapters compatible with
iSCSI port binding requirements. Select the VMkernel network adapter you want to bind to the software
iISCSI adapter and click OK.
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[+ ISCST Indtial wmhbalT) Properties

General Network Configuration | Dynamic Discovery | Static Discavery |
Wikernel Port Bindings:
Port Group -+ | ¥¥kemel Adapber | Port Groun Policy | Path Stat

i) Orby Whkerrel adspbers compatible with the I5C5] port binding requirements and

avalable physicsl sdapters are isbed,

IF & targated Yhkermel sdapter i not listed, go bo Host = Configuration > Networking to

updats its affactive baaming pokcy.,
Sebact Vikernel adapter to bind with the ISCST adapter:
POt GIoUD | Wimrnel Adapter | Phopsical Admpber o
| 5 ISCS1-PGI (sceivBwkch) ikl BB v (1000
B i5C51-PG2 (icsivSwich) wenk3 BB venicd (1000
B Management Network (vSeitch) v B voicl) (1007
B wMation (vSwitchz) w2

BB veic] (1000

'1| -I-—h—ur _l'l_l

Hetwork Adapters Detals:
Virtual Network Adapter
— Ykermied: wmik]
Switch: iscsivSmitch
_— Pt Group: i5C51-RG1

[P Address: 152,168, 100.1
Subnet Magk: 2552557550

Phvysical Metwork Adapter
Mama: WIMNICS
Deervice: Iritel Conparation S2571EE Gigabit Ethernet Controliar
Lirk: 5tatus: Cormected
Configurad Spead: 1000 Mbpes (Full Duple:)

[ ] cem | e |

r

f) Repeat steps d) and e) until you bind all the required VMkernel adapters to the iISCSI adapter.
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SC5I Initiator {(¥ymhba37) Properties = |EI|5|

General  Metwork Configuration IDynamic Discovery I Stakic Discovery I

Wkernel Part Bindings:

Fort Group - | Wrkernel Adapter | Part Group Palicy | Path Skat
B isCsI-Pal discsivawitch) vkl & Compliant oo Mok
8 i5CSI-PaE2 (iscsivawitch) wmk3 & Compliant 5 Mok
l | -

Add... Remove |

Wkernel Part Binding Details:

¥irtual Network Adapter

Whkermel: vkl

Swikch: iscsivSwitch
Park Group: 1SC5I-Pial

Part Group Policy: ] Compliant
IP Address: 192.165.100.1
Subret Mask: 255,255.255.0

Physical Network Adapter

Tarne: WINICS

Device: Intel Corporation 8257 1EE Gigabit Ethernet Cantraller
Link Skatus: Connected

Configured Speed; 1000 Mbps {Full Duple:x)

Close Help |
)

NOTE: The port group policy status might report as noncompliant for the VMkernel network adapter for the
following reasons:

* The VMkernel network adapter is not connected to an active physical network adapter or it is connected to
more than one physical network adapter.

* The V\Mkernel network adapter is connected to standby physical network adapters.
 The active physical network adapter got changed.

g) Close the iSCSI Initiator Properties window.

h) Select the software iSCSI adapter and run Rescan to verify that multiple paths are available for iSCSI LUNs.
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2. Configuring Port Binding on vSphere 5.0 Using CLI

Run the following commands from the vSphere 5.0 host CLI to bind the VMkernel network adapter to the
iSCSI adapter:

- esxcli iscsi networkportal add --nic vmkO --adapter vmhbaXX
- esxcli iscsi networkportal add --nic vmkl --adapter vmhbaXX

Where vmk0 and vmk1 are the \\Mkernel network adapters compatible with iISCSI port binding requirements.
You can get the list of VMkernel network adapters connected to all vSwitches by using the command
esxcfg-vmknic -1. vmhbaXxx /s the software [SCS/ adapter vimhba ID.

You can verify the binding details by using the following commana:
esxcli iscsi networkportal list --adapter vmhbaXX.
Then rescan the software ISCSI adapter to verify that multiple paths are available for iSCSI LUNS.

3. Configuring Port Binding on vSphere 4.x Using CLI

To enable vmknic-based multipathing for software iISCSI, run the following CLI commands:
- esxcli swiscsi nic add --nic vmkO --adapter vmhbaXX

- esxcli swiscsi nic add --nic vmkl --adapter vmhbaXX

Where vmk0 and vmk1 are the VMkernel network adapters compatible with iSCSI port binding requirements.
You can get the list of VMkernel network adapters connected to all vSwitches by using the command
esxcfg-vmknic -1. vmhbaXX /S the software i(SCS/ adapter vmhba ID.

After configuring port binding, you can verify the binding details by using the following command:
esxcli swiscsi nic list --adapter vmhbaXX.

Then rescan the software ISCSI adapter to verify that multiple paths are available for iISCSI LUNS.

iISCSI Re-login

If you have an already established iSCSI session before port binding configuration, you can remove the existing
iSCSI sessions and log in again for the port binding configuration to take effect.

To list the existing iISCSI sessions, run the following command:

- esxcli iscsi session list --adapter vmhbaXX

To remove existing iSCSI sessions, run the following command:

- esxcli iscsi session remove --adapter vmhbaXX

To enable sessions as per the current iISCSI configuration, run the following command:

- esxcli iscsi session add --adapter vmhbaXX
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Verifying Multipath Configuration

1. Verifying the iSCSI LUN Configuration

After you complete the port binding configuration and perform the iISCSI adapter rescan, verify that iSCSI LUNs
are detected and displayed with the available paths. For example, if you have bound two VMkernel network
adapters to the iSCSI adapter, you will see two paths to each LUN connected to the iSCSI targets. To confirm,
run the esxcfg-mpath command from CLI or click the Paths tab for LUNs on the GUI.

Sample output
Before port binding, there is one path available to each target (TO, T1).

After port binding two VMkernel network adapters to the iISCSI adapter, there are two paths available
to each target (TO, T1).

2. Verifying vmknic-Based Multipath Failover

To identify the VMkernel network adapter currently used by the iSCSI adapter to transmit I/O, run the esxtop
command. In the following example, I/O is transmitted through vmkl (vmnic5).

1] -BY TEAM-PNIC DNAEE PETTX/2 HbTX/= PETRL/= MbRI/s 3DFPTI 3DRPRXI

To verify vmknic-based multipath failover, disable any one of the network adapters connected to the VMkernel
port group used for iISCSI. Verify that the path status is updated correctly and that the paths connected to the
failed network adapter card are marked as dead.
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In the esxtop output, the failed network adapter is marked as fallback and the I/O is transferred using the other
VMkernel port group.

USED-BY TEAN-PNIC DNAMNE PETTLI/= BEbTI/= PETRI/= HbRX/= 3DRPTX 3DRPRX

3. Verifying Load Balancing Using the Round-Robin Policy

After configuring multipath failover for the software iSCSI, you can balance I/O traffic between the paths using
the round-robin path policy.

NOTE: Verify that the iSCSI array supports the round-robin path policy by contacting the array vendor.

Change the path selection policy (PSP) for iSCSI LUNs either from the command line, by selecting the
Manage Paths option, or by running the following command:

- esxcli storage nmp satp set -s SATP_NAME -P VMW_PSP_RR
To find the SATP name used to claim the iSCSI LUNSs, run the following command:
- esxcli storage nmp device list -d naa.600601602a£129007d698975a6f2e011

Run the esxtop command to verify that /O is distributed across the available paths for the iSCSI LUN.

To increase aggregated 10 performance one can change RoundRobin 10 Operation Limit to a lower value from
default 1000.

USED-EY TEAM-PNIC PETTX/s X/s PKTRX/s MbRE/s 3DRPTX 3DRPRX
- ¥ c 00

Manage. nt 0.00 0.00 0.00 0.00

Vnic
Vinnlco

n/
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Conclusion

Configuring vmknic-based multipathing for the software iSCSI adapter will help vSphere users enable failover at
the path level as well as balance 1/0 traffic between the paths.

About the Author

Sudhish P T is a Staff Engineer of the VMware R&D group responsible for validation of storage on VMware
vSphere releases. His area of expertise is virtualization, with a focus on vSphere storage technologies. He has
12 years of industry experience and has been working with VMware India, Bangalore, since December 2007.

vmware

VMware, Inc. 3401 Hillview Avenue Palo Alto CA 94304 USA Tel 877-486-9273 Fax 650-427-5001 www.vmware.com

Copyright © 2012 VMware, Inc. All rights reserved. This product is protected by U.S. and international copyright and intellectual property laws. VMware products are covered by one or more patents listed
at http://www.vmware.com/go/patents. VMware is a registered trademark or trademark of VMware, Inc. in the United States and/or other jurisdictions. All other marks and names mentioned herein may be
trademarks of their respective companies. Item No: VMW-WP-CNFG-SFTWRE-iSCSI-USLET-101



