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About This Guide

The purpose of the VMware vSphere 5.0 Evaluation Guide, Volume Two - Advanced Storage Features is to
support a self-guided, hands-on evaluation of VMware vSphere® 5.0 (“vSphere”) advanced storage features
such as vSphere Storage /O Control (SI0C) and vSphere Storage DRS.

This guide covers evaluation cases that are suitable for IT professionals who have an existing VMware
virtualization environment and want to evaluate features in vSphere that enable greater storage automation and
consolidation while maintaining service levels.

System Requirements

To ensure the best experience when using this guide, the user must configure hardware and software as detailed
in the following section.

Hardware Requirements
This guide makes the following assumptions about your existing physical infrastructure:

Servers
You must have at least three dedicated servers capable of running VMware ESXi™ 5.0 to provide resources for
this evaluation.'

Storage
You have shared storage with enough space available to allow creating three 100GB dedicated datastores.
Shared storage can be SAN or NAS. This document assumes SAN-based storage.

Networking

You will need at least three virtual networks configured to separate virtual machine, VMware vSphere® vMotion®
and vSphere management. These networks can be set up on a single virtual switch with multiple port groups or
across multiple virtual switches. For the purposes of this evaluation guide, the configuration includes a single
vSphere standard switch with three port groups.

For more detailed requirements, see the following table.

HARDWARE MINIMUM WHAT’S USED IN THIS GUIDE

ESXi Three ESXi hosts Three ESXi hosts (Cisco CS1.3.1)
CPU - Two processors of 2GHz CPU - Two quad-core Intel Xeon
Memory - 6GB “Nehalem” processors of 2.6GHz
Network - 2x 1Gb network adaptor Memory - 48GB

Network - 4x 10GB network adaptor

Storage Two datastores (100GB each) Three datastores
(Fibre Channel - 100GB each)

Network One VLAN for carrying virtual machine Separate VLANSs for ESXi management,
traffic; one VLAN for carrying vMotion, and virtual machine traffic
management traffic

-

. These servers must be on the VMware vSphere 5.0 Hardware Compatibility List (HCL).
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Software and Licensing Requirements
This guide makes the following assumptions about your existing software infrastructure:

VMware vSphere

This volume of the VMware vSphere 5.0 Evaluation Guide requires vSphere 5.0 and licensing for vSphere
Enterprise Plus. The vSphere 5.0 evaluation license available from the VMware evaluation portal provides
Enterprise Plus functionality for 60 days and is the best choice for performing the vSphere 5.0 evaluations.

Guest operating systems
This volume of the VMware vSphere 5.0 Evaluation Guide will require five or six virtual machines running
Windows 2003 or Windows 2008.

Evaluation Guide Environment Setup

The VMware Technical Marketing lab was built using a combination of Cisco UCS server hardware and EMC
CLARIiION CX-4 Fibre Channel (FC) storage. The environment consisted of eight identical four-node “pods,”
with most pods configured as a three-node ESXi cluster and a fourth node for management. In many cases,
additional resources have been configured in the Technical Marketing test-bed configuration to support other
evaluation projects and are present in the diagrams. The user can configure only what is called for in the
following and can safely ignore additional resources in screenshots and topology diagrams. The following
picture shows the Technical Marketing test rack.

EMC CLARIiiON CX4-120
Flare version 4.30.000.5.509
15x 600GB 15K SCSI

5x 200GB SSD

10x open slots

Cisco UCS 1.3.1 (p)

32x dual quad-core Intel Xeon Nehalem processors
48 GB memory

Dual-port Palo cards

1x 146GB local HDD

Configure with:

4x 10GB network adaptors

2x 4/8GB HBAs

Slot 1 of each chassis reserved for core management
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Server Configuration

The VMware vSphere Evaluation Guide is based on three modern “server class” systems with adequate
processor and memory to host six to eight minimally configured virtual machines used for testing. The servers
used for this evaluation do not need to be extremely powerful, just reliable and on the vSphere 5.0 HCL.

Each server must have at least 2x 1GB or 2x 10GB network adaptor and proper connection to shared storage.
The following diagram summarizes the evaluation guide test-bed configuration.

Linux vCenter Appliance
(Virtual machine can reside in cluster
or on external management cluster)

3x 100GB Fibre Channel volume
shared across hosts in pod
(used in Evaluation Guide steps)

3x ESXi 5.0 hosts

Logical Network Setup

VMware vSphere 5.0 Evaluation Guide, Volume Two, uses a simple network configuration consisting of three
logical networks. The first is for vSphere management traffic, including vSphere High Availability. The second is
for vMotion and the third is for virtual machine traffic. Each logical network is configured as a port group on a
standard switch, with a corresponding VLAN configured to provide physical isolation of the network traffic.
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vSwitchO

vmnicO

TM-POD<xx>ESX<xx>

vmnicl

f

vmnic2

f

I
vmnic3

Not used in Evaluation Guide

Name/VLAN

VMKO: Management network
VLAN 2912

Production02
VLAN 3001 (virtual machine)

vMotion
VLAN 3002 (TBD)

On the vSphere side, the network configuration looks like the following:

tm-pod03-esx01.tmsb.local ¥Mware ESYi, 5.0.0, 377826

Gekkine Summary Eual MEERInES . PErFarmSnces: Jeliylyls[TE )] ks ! Alarms
Hardware ¥iew: |vSphere Standard Switch  wSphere Distribuked Swikch
Processars Networking
Memary
Skorage
) Standard Switch: v3witcho Remove...
v Metworking

“irtual Machine Port Graup Physical Adapters

Storage Adapters

Licensed Features L1 Management Metwork

Time Configuration ks © 10,91,33.9 | YLAN ID; 2912
DMS and Routing

Authentication Services

Power Managernent

Yirtual Machine Starbup/Shutdown
virtual Machine Swapfile Location
Security Profile

Host Cache Configuration

Swstem Resource Allacation
Agent VM Settings

Advanced Settings

 ad 3 Productiondz E@ vmnicO 10000 Full G4
Network Adapters YLAN ID: 3001 B vronicl 10000 Full |
Advanced Settings
Whikemel Port
Power Management 3 wMationol
vk + 10,91,36,9 | YLAN ID: 3002
Software
Whikemel Port

Add Metworking..,  Properties...

Properties. ..
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Storage Setup

VMware vSphere 5.0 Evaluation Guide, Volume Two, uses a storage configuration consisting of three 100GB FC
LUNSs presented to each host, enabling creation of three datastores.

tm-pod01-esx01.tmsh.local YMware ESXi, 5.0.0, 413596

Getting Started | Summary | ¥irtual Machines | Performance Ry e ts | Alarms | Per

Hardware Wiew: [Datastores Devices|
Processors Datastores Refresh  Delete  Add Storage...  Rescan All..
Memary Tdentification o | Status | Device | Drive Ty...|  Capacity | Free | Type | Last Upd.

v Storage ' - . - .

Hetwaorking k4 TM-PODOL-ESKOL-Local & MNormal  FUJITSU Serial Attached SCSI Disk (naa,,.  Non-55D 132,00 GB 131,04 GB WMFSS  6f14/201
Storage Adapters i tm-pod01-5a5300-5p & Mormal DGC Fibre Channel Disk (naa,60060160,..  MNon-55D 99,75 GB 26,69GB WMFSS  6f14j201
Mebwork Adapters a tm-pod01-5as600-sp-01 & Mormal DGC Fibre Channel Disk (naa,60060160,,,  Non-550 99,75 GB 45,63 GB WMFSS  6f14j201
Advanced Settings a tm-podi 1 -sas600-sp-02 & Mormal DGC Fibre Channel Disk (naa,60060160,,,  Non-530 99,75 GB S5.65GE WMFSS  6f14j201

Power Managemenk

Software

Licensed Features
Time Configuration 4| | ﬂ
DS and Routing

Authentication Services

Datastore Details Propetties, ..

Power Managernent

Virtual Machine Startup/Shutdown
Wirtual Machine Swapfile Location
Securlty Profile

Host Cache Configuration

System Resource Allocation
Agent YM Settings

Advanced Settings

Virtual Machine Setup

VMware vSphere 5.0 Evaluation Guide, Volume Two, uses a total of seven virtual machines for testing. This
volume will require Windows 2003 or Windows 2008 guest operating systems. It is up to the user to configure
virtual machines that can be brought up to a running state for testing. The following diagram shows VM_01
through VM _07 configured in the Technical Marketing test lab:

= =g tm-pod0i-weol
= %55 Demobatacenter-01
= ﬁ DernoCluster-01
[ |tm-pod0i-esx01.tmsb.local
tm-pod01-esx02. tmsh.local
tr-pod01-esx03.tmsb. local
YM_01
WM _02
YM_03
WM 04
YM_05
YM_ 06
YM_07

oo
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VMware vSphere 5.0 Evaluation Guide, Volume Two - Worksheet

You can use the following worksheet to organize your evaluation process.

HARDWARE CHECKLIST:

All hardware has been validated against the
VMware Hardware Compatibility List (HCL).

Each host has 2x 1GB or 2x 10GB network cards
connected to a common switch (will be configured
as a network adaptor team).

Each host has required HBA/network adaptor to
access shared storage.

SOFTWARE CHECKLIST:

VMware vSphere/VMware ESXi installation media
is available.

VMware vCenter™ Server appliance is downloaded.

VMware vSphere® Client™ is installed.

ESXihost 1host name.

ESXi host 2 host name.

ESXi host 3 host name.

Subnet, netmask and default gateway for
management network.

Subnet, netmask and default gateway for
virtual machine network.

Subnet, netmask and default gateway for
vMotion network.

STORAGE CHECKLIST:

All servers can see at least three common 100GB LUNs
(or NFS exports).

Datastore Tname.

Datastore 2 name.

Datastore 3 name.
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Help and Support During the Evaluation

This guide provides an overview of the steps required to ensure a successful evaluation of VMware vSphere.

It is not meant to substitute product documentation. Refer to online vSphere product documentation for more
detailed information (see the following links). You can also consult the online VMware knowledge base if you
have any additional questions. If you require further assistance, contact a VMware sales representative or
channel partner.

VMware vSphere and vCenter resources:
* Product documentation:

http://www.vmware.com/support/pubs/

* Online support:
http://www.vmware.com/support/

» Support offerings:
http://www.vmware.com/support/services

 Education services:
http://mylearnl.vmware.com/mgrreg/index.cfm

* Support knowledge base:
http://kb.vmware.com

» VMware vSphere® PowerCLI Toolkit Community:
http://communities.vmware.com/community/developer/windows_toolkit
(or type Get-VIToolkitCommunity within PowerCLI)

» PowerCLI Blogs:
http://blogs.vmware.com/vipowershell

VMware Contact Information

For additional information or to purchase VMware vSphere, the VMware global network of solutions providers is
ready to assist. If you would like to contact VMware directly, you can reach a sales representative at 1-877-
AVMWARE (650-475-5000 outside North America) or email sales@vmware.com. When emailing, include the
state, country and company name from which you are inquiring. You can also visit http://www.vmware.com/
vmwarestore/.

Providing Feedback

We appreciate your feedback on the material included in this guide. In particular, we would be grateful for any
guidance on the following topics:

* How useful was the information in this guide?
* What other specific topics would you like to see covered?
» Overall, how would you rate this guide?

Send your feedback to the following address: tmdocfeedback@vmware.com, with “VMware vSphere 5.0
Evaluation Guide” in the subject line. Thank you for your help in making this guide a valuable resource.
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vSphere Advanced Storage Features

Enabling Storage 1/0 Control

vSphere Storage /0 Control (SIOC) was initially introduced in vSphere 4.1to provide 1/O prioritization of virtual
machines running on a cluster of VMware ESX® servers that had access to a shared, iSCS| or FC, storage pool. It
extended the familiar constructs of shares and limits, which existed for CPU and memory, to address storage
utilization through a dynamic allocation of 1/O queue slots across a cluster of ESX servers.

Enabling Storage 1/0 Control to Avoid Denial of Service on Shared Storage
This next section will display how easy it is to enable SIOC:
Step 1:

1. Go to the Datastores and Datastore Clusters view.

¢ tm-pod01-¥c0l - vSphere Client

File Edit Wiew Inventory Administration Plug-ins Help

|Eﬁ Horme

Inventory
X B B 8 | e
Search Hosts and Clusters WMs and Datastores and Metwarking

Templates Datastore Clusters

Administration

S >

& & € &

Roles Sessions Licensing Syskem Logs wiZenker Server wCenter Solutions  Storage Providers  wCenter Service Auto Deploy
Settings Manager Skakus
M anagement
...... B
| 3 B 4
(2% a ¥ B 59 )
Scheduled Tasks Events Maps Host Profiles WM Storage Customization
Profiles Specifications
Manager

2. Select a datastore.

w3 tm-pod01-vc01 - ¥Sphere Client

File Edit Yiew Inwventory Administration Plug-ins Help

|E} Home b gf] Inventary b Q Datastores and Datastore Clusters

) i) tm-pod01-ve01 tm-pod01-sas300-sp
= DemoDatacenter-01 .
E TM-Gobal-Interchange01 T oA Vitkual Machines | Hosts | Performance - Configuraiians, Task vents | Alarms ssions | Storage Views

E TM-PODOL-ESKO1-Local

§ TM-PODDI-ESKOZ-Local izl Capacity
TM-PODD1 -£5K03-Local Location:  dsi///vmifs/volumes/4de8 7ff2-e1c750.. Refrash
u tri-pad0 ] -sa5300-5p Capathy: aormtn
g :m-pn:gi-saszgg-sp-g; Type: VYMES Provisioned Space: 73.06 GB
m-pod0 1 -sasB00-sp- ' .
Nurber of Hosts Connectad: 3 Free Space: 26.69 GB

Wirtual Machines and Templates: 2 Last updated oni 6/3/2011 :57:38 PM

Storage Capabilities

Commands
Refresh
@ Refresh System Storage Capability: N/ &
ﬁ Enter SORS Maintenance Mode User-defined Storage Capabiliy: N/A

(ﬂ EBrowse Datastore...
@ Assign User-Defined Storage Capability
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3. Click the Configuration tab and

) tm-pod01-ve01 - vSphere Client

VMware vSphere 5.0 Evaluation Guide -
Volume Two

click Properties.

Fle EGt View Ivenkory Adviidvaton Pl Hep
(5] |ﬁ Have b g Invertory b (5 Datastores and Datastere Chsters Ws“m erhar q
Fod-vait P——
DanaDatacerber01
IR ey ashnes rots | petornance JETERIN T everts Ml | perisaors | oge Vews
i3 TH-ACODLESMI Locdl
@ TH-AODD1ESM2-Lccel
i TMPODOI-ESKDHeedl | | Nama Datastors | State. |atus | % CAU | % Memary | Lsst Tine Exbed Standhy | Alam Actions | AutoDeplay Machinstdentity |
@ trpodllxs3004p | " i pod)lenzt.,  Mouked Comected © P o il 1 Never Endbled |
1 [trpodD1 5es6005p01 | "B o ek, Martsd Cormected @ tar 0 B Never Enatd
s [ TR - Comreeted & Mor 0 al ] Never Encblsd
Datastore Detals Piopertis
trn pod01-5as600-5p-01 WD Capacty
Locabions vslvolmes/4di64aD1-PA285M 76 2o89-002505000200 ‘
Harduare Acceleration;  Supported W@ O sed
) 90 O Fee
Rafesh Seage Capabitiss
Sptensicegs Copsbity: A
User-deined storsge Capablty: A
Fath ;fm:] Properties ttents Storage 1/0 Control
Vohmelabel  tnpodil's.. DG beo Chorrel Diskina.. 100,00 GB isablod
- Dt Rl [,
i Formatting
J oSy WMFSES
S BockSaz: 118

4. Click Enabled in the Storage I/0 Control section.

|J-_-T,J tm-pod01-sas600-sp-01 Properties

¥olume Properties

—General

Datastore Mame:  km-pod01-sasA00-sp-01

Total Capacity: 99,75 GB

Format
Rename. .. File Syskem: ¥MF3 5,54
Maximum File Size: 2.00TE
Increase. ..
Block Size: 1 ME

—Storage IO Control

™ Enabled

advanced... |

R
Etents

A WMFS file system can span multiple hard disk

Extent Device

partitions, or The extent selected an the |eft resides an the LUM ar physical

extents, to create a single logical valume. disk. described below,
Extent | Capaciy | Device Capacity
DGC Fibre Channel Disk (naa, 60060160916, ,, 100,00 GB | DGC Fibre Channel Disk (naa &0.., 100,00 G
Primary Partitions Capacity
1. YMFS 100,00 GB

Refresh | Manage Paths...

Close I

Help
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5. The latency threshold can be configured separately when you click Advanced. We will leave it set to the default.

|Jr_-T,J tm-pod01-5as300-sp Propetties

Yolume Properties
—General Format
Datastore Mame:  tm-pod01-5a5300-5p Rename... File: Svskem: WMFS 5,54
Tokal Capacity: 99,75 B Increase, .. b7 2 e 20078
—_—— Elock Size: 1 MB
—Skorage IfO Conkrol
[ Enabled __..-v-"'""' Advanced. .. |
—
Extents Extent Device
& YMFS File system can span mulkiple hard disk partitions, or The extent selected on the left resides on the LUN or physical
extents, to create a single logical valume, disk described below,
Extent | Capacty | | Device Capacky
DGC Fibre Channel Disk (naa, 60060160916, ., 100,00 G | DGC Fibre Charinel Disk (raa .60, 100,00 GB
Primary Partitions Capacity
1. WMFS 100,00 GB
Refresh | Manage Paths... |

Close I Help |

Performing a VMware vSphere® VMFS Live Upgrade

Create a VMFS-3 Datastore

This first step is necessary only if you do not already have a VMFS-3 datastore. If you already have a VMFS-3
datastore, proceed to step 2. If you do not have a VMFS-3 datastore, first select an ESXi host from the vCenter
inventory, click the Configuration tab, and in the Hardware window, choose Storage. This will display the
current list of datastores. Click on the link Add Storage...:

View: |Datastores Devices
Datastores Refrash  Delete  AddStorsge...| Rescan Al
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This will launch the Add Storage wizard. From the first screen, select Disk/LUN:

Select Storage Type
Speofy if you want to format a new volume or use a shared folder over the network,

Ready bo Complebe

= Disk/LUN  Storage Type
Select Dk LN
Fi:;r'.-L:lu Version * DiskiLun
{Current Disk Layout Create a datastore on a Fibre Channel, I5CST, or local SCSI disk, or mount an existng VMPS volume.
Properties
Formattng ' Metwork File System

Choose this opdion if you want to create a Metwork Fle Sysbem.,

L!J Adding & datastore on Fibre Channel or iISCST will add this datastore to &l hosts that have access
ta the storage media,

_ v |

< Back | Mext > Cancel I

Choose a spare LUN for the VMFS-3 datastore. In this example, a spare 100GB LUN is selected.

Select Disk/LUN
Select 3 LUN to areate a datastore or expand the curent one
Bl Didln Mame, Identifier, Path 1D, LUN, Capacity, Expandable or VMES Label c... = Clear
Sl Disk LUK ' 0 r r P /] .
ystem Name | Path 1D | LUN - | Drive Type | Capacity |
pC-"'="l'l'3'=“ out DGC Fibre Channel Disk (n3a,50060.. vmhBaL:ch: Tl 13 Wons2 100.00 G
roper ties
Formatting
Ready b Comphate
n | r
tielp <Back || mext> cancel |
y:
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Select the filesystem version. For the purposes of this exercise, you should choose VMFS-3.

+/ Add Storage =N
File System Version
Speafy the version of the ViP5 for the datastore
B Digllm —File System Varsan -
;,M‘—m e © VMFS5
‘! i Select this option to enable additional capabilities, such as ZTE+ support.
E-”E ;':'5’5'-5-‘3‘-" VMFS-5 i5 nat supported by hosts with an ESX version oider than 5.0.
roperties
Formattng & VMFS-3
Ready to Complete Select this aption if the detastore wil be accessed by legacy hosts,
Fen < Back | Next = Cancel I
4

This displays the disk layout. The partition format used for VMFS in vSphere 5.0 has changed from master boot
record (MBR) to GUID partition table (GPT).

Ready to Complete

) Add Storage = e
Current Disk Layout
You can partiton and format the entire device, al free space, or a single block of free space.
Bl Disklin Rieview the current disk layout:
Select Dick AL
Fie System Wersion Device Drive Tyz ty shie M
Current Disk Layout DGC Fibre Channel Disk (naa.... MNon-550 100.00 GB 100,00 GB 13
Properties ocation
Formatting fvmfsjdevices/disks/naa.5006016091612000f8a8F0 1446542011

GFT

The hard disk is blank,

There is only one layout configuration avalable, Use the Next buthon to proceed with the other wizard
Pages.

A partition will be created and used

< Badk | Next > Cancel

TECHNICAL WHITE PAPER / 15



Give the datastore a name.

' ) Add Storage

Current Disk Lavout
Froperties
Formatting

Ready bo Complete

VMware vSphere 5.0 Evaluation Guide -
Volume Two

Properties
Speafy the properties for the datatore
B Digelim [~ Enter & datastore name
Selegt DiskALIN
Fie Syghem Version Itrn-pndﬂl*iﬂsﬂ)ﬂﬁ@?

_ v |

< Badk

Mext >

cancel |

y:

Select a block size. This impacts the largest file size in VMFS-3. You can also choose to use only part of the disk
for VMFS-3. In this example, we will leave the block size at TMB, giving us a maximum file size of 256GB. We will
also use all available space on the disk for this datastore.

Disk/LUN - Farmatting

[ Digd UM
Select Disk LLIN
Fie Svstem Wersion
Current Disk Lavout
Properties
Formatting
Ready to Complete

Spaafy the maximum file sze and capaaty of the datastore

— Manimum file sze

Large files require large block size, The minmum dsk space used by any file is equal to the file system
block size,

256 G , Bloddsize: 1MB

— Capadity -
= Manimum available space
" Custom space setting

100.00 = 3 of 100,00 GB avadable space

K5 |

< Badk

MNext >
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Click Finish to initiate the creation of the VMFS-3 datastore.

Ready to Complete
Review the dsk layout and dick Finish to add storage

ol igollel Dk Layoust:
Ready to Complete
DGC Fibre Channel Disk (n2a.5006... Mon-S5D 100,00 GB 13

fvmfsfdevices/disks/naa.6006016091612000F8 280 1446542011
MER

Primary Partitions padt
WMFS (DGC Fibre Channel Disk (n2a.. 100.00 GB

File system:
Properties
Datastons name: tm-pod] 1-sashid-p-02

Formatting
File system: wmfs-3
Block size: iM8
Maxdmum fie size: 256,00 GB

e wox [[rah | o |

A

When the datastore is created, select it from the Storage view. In the Datastore Details, notice that it is VMFS-3.
There is also an option in the Datastore Details to perform an Upgrade to VMFS-5. We will return to this in a while.

View: Datastores Devices

Datastores Refresh  Dwelete  Add Storage...  Rescan Al
Tdentification | Status | Daviea | Drive Type | capadty | Fres | Type | La
H TM-Gobal-Interchange. & Normal DGC Fibre Channel.. Nen-550 749.75GE  536.60 GB WMFS3 6
TM-PODO1-ESXD1-Locdl 4 Normal FUJITSW Serial Ak, Non-5503 132,00 GB 13104 GB WMFSS5 6%
H tm-poddl-sasiiisp & Normal DiGC Fikre Channel.. Mon-S50 99.75 GB 26.6% GB WMFSS 6%
m-podil-sastidspil & Normal DGCFibre Channel.. Non-S30 99.75GB  53.63GB WMFS5 6%

tm-podil-sastllspl2 & Normal DGE Fibre Channel.. Non-550 9975GB  93.19GB WMFS3 &
4| " | b

Datastore Details Upgrads to VWFS-5... Propertes, .,
tm- podil-sas600-sp-02 99.75GE  Capadty
Logation:  fwmfsfwolumes/4dedd49f-1c585bbe-3329-0025b500020d
Hardware Accelerabon:  Supported 574.00M8 W Used

99,1968 [ Free
Refresh Storage Capabiitbes

System Storage Capability: Nft
Lisar-gefined Storage Capability: M/

Path Selection
Fiead (VMware) Properties Extents Storage 10 Cor
Vaolume Label: tm-podil-s... DGC Fibre Channel Disk (pa.. 10000 GB Disabled
pathe DatastoreName:  tm-poddlse ol Formatted Capacity 99.75 68
— 3 Formatting
B . o File System: WMFS 3,54
D o Blodk Sime: 1ME
‘| n J v

This completes step 1 of the VMFS Live Upgrade evaluation.
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Move Virtual Machines to the VMFS-3 Datastore

If you have virtual machines on other datastores, and your environment contains a license for vSphere Storage
vMotion, you can hot-migrate a number of virtual machines to this VMFS-3 datastore. If you do not have running
virtual machines, create a new one, or deploy one from a template, to the VMFS-3 filesystem. At the end of this
step, you should have at least one virtual machine running on this datastore.

To verify that the virtual machines are running on your VMFS-3 datastore, navigate to Datastore and Datastore
Clusters, choose your VMFS-3 datastore and then select the Virtual Machines tab. In this example, there are
two virtual machines running on the VMFS-3 datastore.

; [F=mr=n |
File Edit View Inwventory Administration Plug-ins Help
El | vome b g iwentory b [ Datastires andDatastare Clusters ﬂﬂ Search Inventory &
B[ tm-poddl-vedl tm-pod01-5as600-5p-02
& [By DemoDatacenter-01 _
TM-Gobal-Interchanged Summary  [ETEIECRTe, Hosts | Performance * Configuration | Tasks & Events ' Alarms | Permissions ~ Storage Views
@ TM-PODOI-ESXD1-Loca Name, State, Host or Guest 05 contains: = Clear
i TM-PODOL-ESX02-Local
@ TM-PODOI-ESXD3-Local Name | state | status | Host | ProvisionedSpace| Used Space | Host cPu-
@ tm-pod01-s35300-5p & wM_os Pawered On & Mormal tm-podd1-esxd3.tmsblocl 17.05 GB of 17....  0.00B of 3.03.. a

@ tm-pod0l-sastit-sp-01 @ Vo Powered On @ MNormal tm-poddi-esxd3.b

sbdocl 17.05GB of 17.... 000 Bof3.03... L]
il | tm-pod01-sas600-5p-02

We have running virtual machines to demonstrate that the VMFS can be upgraded without impacting the
running virtual machines using that datastore.

This completes step 2 of the VMFS Live Upgrade evaluation.

Initiate the Live Upgrade from VMFS-3 to VMFS-5
Return to the Storage view that we saw previously, where there was a link to Upgrade to VMFS-5.

View: Datastores Devices
Datastores Refresh  Delete  Add Storage...  Rescan Al
Tdentification - | Status | Deviea | Driva Typa | capadty | Frae | Type | Lla
H TM-Gobal-lnterchange. & Normal DGECFibre Channel.. Nen-550 749.75GB  536.6% GB WMFS3 6
TM-PODO1-ES¥01-Local & MNormal FUJITSU Serial At.. Non-550 13200 GB 13104 GB WMFS5 iTH
B tm-pod0i-5a5300-sp a- Normal DGCFibre Channel.. Nen-5350 99.75 GB 26.6% GB WMFS5 T
tm-podil-sasbidsp0l & Normal DGC Fibre Channel.. Non-550 997568  53.63GB WMFSS &
tm-poddi-sastliispl2 & Normal DGC Fibre Channel.. Non-S50 99.75GB  93.19GB WMFS3 &
‘| ] | "
Datastore Details Propertes...
tm- podiil -sas600-sp-02 99.75GE  Capadty
Locagion:  fwmfsfvolumesf4desd+44f-1c585bbe-8329-0025b500020d
Hardware Acceleraton:  Supported 574.00M8 W Used
99.19G8 O Free
Refresh Storage Capabilities
System Storage Capabiity: Nf&
Lisar dafined Storage Capablity: Nf&
Path Selection
Ficed (VMware) Properties Extents Storage 1/0 Cor
Vaolume Label: tm-podilS. DGC Fibre Channel Disk (na..  100.00 GB Disabled
Pathe Datastore Name:  tmpoddise  <otal Farmatted Capacty 99,75 68
Tata- 4 Formatting
5 . o File Systam: WMFS 3,54
Dk : o Bindk Size: 1MB
L n _' L3
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Click the Upgrade to VMFS-5 link. The first thing that vCenter does is verify that all hosts accessing the datastore
are running ESXi 5.0. If any hosts accessing this datastore are not running ESXi 5.0, the upgrade is not allowed.
In this example, all hosts are ESXi 5.0:

W

;f' All hasts accessing this datastors must support WRFS-5 fversion 5.0 or newer),

a Al hosts accessng this datsstors support WMFS-5.

Cick Ok to start the upgrade

Click OK to proceed with the upgrade. You should see an Upgrade VMFS task commence in the task bar.
After a moment, the task completes and your VMFS-3 filesystem is now a VMFS-5 filesystem:

View: | Datastores Devices
Datastores Refresh  Delete  Add Storage...  Rescan all.,
Identification o | atus | Device | Drive Type | Capacity | Free | Ty
[ T™-Gobal-Interchange. @& Mormal DGC Fibre Channel.. Mon-55D P8.T5GB  SIEERGE W1
@ ™-POD01-ESXOl-Locdl & Mormal FUIITSU Serial At... Non-550 13200 GB 13104 GE W
H tm-podDi-sassiisp & Morma DGC Fibre Channel.. Non-S50 88,75 GB 2669 GE W1
@ tm-podil-saséitspdl & MNoma DGC Fbre Channel.. Nen-550 99,75 GB 59.70G8 W1
|_ﬂ tm-podil-sasilisp @& Mormal DGC Fibre Channel... Non-550 99.75GB  93.11GE W1
‘ i ] b
Datastore Details Properties
tm-pod01-sasG00-sp-02 99,75GE  Capadty
Location:  fvmfsjvolumes/4deBd45d-1c585bbe-8329-0025b5000204 g
Hardware Accelerstion:  Supported 6.54GE M Used
) 93.11G8 [ Free
Refresh Storage Capabdrbes
System Storage Capabiity: HiA
User-defined Storage Capability: NjA
Foth ’ Properties Extents Stor
Fined (ViMware
§ ) Volume Label: tm-padil-s.., DGC Fibre Channel Disk (na.. 100,00 GB 0
path Datastore Neme:  EMPadll®-  1otal Formatted Capacity 90,75 GB
Tokal: 4 Formatting
Erpkan: 0 Filz System: VMFS 5.54
) . Block Size: 1MB
Disabled: [

While this upgrade of VMFS-3 to VMFS-5 was taking place, the virtual machines continued to run on the
datastore. There was no need to move them to other datastores during the upgrade, which is something that
was necessary in previous upgrades on VMFS.

This concludes the VMFS Live Upgrade evaluation.
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Testing vSphere Storage DRS

Introduction

Virtual machine provisioning has always imposed operational challenges. Monitoring datastore capacity and 1/0
load has proven to be very difficult and as a result is often neglected. This can lead to hot spots and over- or
under-utilized datastores over time. vSphere Storage DRS is a new feature introduced in vSphere 5.0 that helps
prevent these problems. It provides smart virtual machine placement and load balancing mechanisms based on
I/0 and space capacity. Storage DRS will help decrease operational effort associated with the provisioning of
virtual machines and the monitoring of the storage environment.

Creating a Datastore Cluster
1. From the vCenter Home view, select Datastores and Datastore Clusters.

%) tm-pod01-vc01 - vSphere Client

Flle Edt Wiew Inventory Administration Plug-ins Help

aa o
Inventory
Search Hosts and Clusters WMs and Datastores and Metworking
Templates Datastore Clusters

Administration

a8 = (4} H 2 & & a g

Roles Sessions Licensing System Logs yCenter Server wCenker Solutions  Storage Providers Auto Deploy wCenter Service
Settings Manager Status
Management
B w B & &%
Scheduled Tasks Events Maps Host Profiles WM Storage Customization
Profiles Specifications

Manager

2. Select your Datacenter object. Right-click it and select New Datastore Cluster.

wd tm-podid1-vcil - ¥Sphere Client
File Edit “iew Inventory Administration Flug-ins Help

ﬁ ﬁ |E} Home Pﬂ Inventory [ Q Datastores and Dal

g @ F a9
B E tm-podl-veli DemoDatacenter-01
= g ﬂ New Folder Crl+F
i 0 New Cluster Chrl+L =
03 [V7 NewDatastoreCluster.. . CbkU |
B addrost.. W ChiH
g G New Virtual Machine... ctren [
%] 5  New vSphere Distributed Switch,,,  Clrl+k

Add Datastore...
Rescan For Datastores. .,
L‘?ﬂ Migrate Virtueal Machine Netwaorking, .. |

Add Permission... Chrl+P .
Alarm 4

Open in Mews Window... Chrl+al+M

Remove

Rename
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3. Give the New Datastore Cluster a name and click Next.

[ New Datastore Cluster B

General
How do you want this Datastors Cluster configured?

General —Datastore Cluster Mame
SORS Automation

SORS Runtime Rules |

Select Hosts and Clusters

Select Datastores
Ready to Complete

[ Datastore Cluster Features

¥ Turn on Storags DRS
vSphere Storage DRS enables vCenter Server to manage datastores as an agaregate pool of storags resources,
vSphere Storage DRS also enables vCenter Server to manage the assignment of virtual machines to datastores, suggesting placement

when virtual machines are created, migrated or cloned, and migrating running virtual machines to balance load and enforce placement
rules,

Help ceack [ mews || cancel |

4

4. Select No Automation (Manual Mode) and click Next. (Manual Mode means that Storage DRS will only
make recommendations and that the user must apply these. Fully Automated means that Storage DRS will
make recommendations and apply these directly by migration virtual machines or virtual disks to the
proposed destination datastore.)

[ New Datastore Cluster O[]

SDRS Automation
Howy do you want this Datastare Cluster configured?

Genaral [ Automation lsvel
SDRS Automation & No Automation (Manual Mode)
SDRS Runtime Rules
Select Hosts and Clusters
Selert Datastores

Ready to Complete

wCenter will make migration recommendations For virtual machine storags, bt will not parform automatic migrations.

" Fully Automated

Files.willhe migratec tooptimize reSOLECR LSAG

Acvanced Options, ., I

Help < Back | Mext = I Cancel

4

TECHNICAL WHITE PAPER / 21



VMware vSphere 5.0 Evaluation Guide -
Volume Two

5. Click Show Advanced Options. In the top part of the screen, the threshold for both Utilized Space and
1/0 Latency are shown. Storage DRS will make recommendations only when either of the two is exceeded.
At the bottom of the screen, you will see the utilization difference, invocation period and the imbalance
threshold. The utilization difference is the minimal difference between the source and the destination.
Based on this value, Storage DRS will filter out those datastores whose utilization difference is below the
given threshold during the selection of a destination. The default is set to 5%. The aggressiveness factor
determines the amount of 1/0 imbalance Storage DRS should tolerate. The invocation period, 8 hours by
default, determines how often Storage DRS will evaluate the environment and possibly generate
recommendations.

%) New Datastore Cluster [_[o]x]

SDRS Runtime Rules
How do you want this Datastore Cluster configured?

General —1/0 Metric Inclusion
SDRS Automation Selsct this option IF you want 1O metrics considered as a part of any SORS
SDRS Runtime Rules recommendations or automated migrations in this datastore cluster, This wil also enable

Select Hosts and Clusters Starage IfO Control on &l datastores in this cluster,
Select Datastores ¥ Enable 1O metric for SDRS recommendations

Ready to Complete

& 1/0 Ioad balancing Functionality is available only when all hosts connected o the datastares in this datastors cluster are of version 5.0,

[ Storage DRS Thrasholds

Runtims thresholds govern when storage DRS performs of recommends migrations (based on your selectad automation level), Utiized space
dictates the minimumn level of consumed space that is the threshold For action, and IO lakency dickates the minimum IO latency below which
10 load balancing maoves wil nok be considered.

Utiized Space: s ————— f—— 0% [ Ha
10 Latency: Sms —J— 100ms Em;

Hide Advanced Options
[~ Advanced Options
Mo recommendations until - |— 3—

utilization difference between 1% 50% |5 =%

source and destination is:

Checkimbalances svery: & 3: Hours ¥
1/ imbalance threshold:  Aggressive —J— Conservative

The If0 imbalance threshold determines the amount of imbalance that Storage DRS
should tolerate, Aggressive setting would make Storage DRS correct small imbalances,
IF possible and moving It toward conservative would make Storage DRS produce
recommendations only in cases when the imbalance across datastores is very high.

Help < Back I Mext = | Cancel |

4

6. Leave all the settings to default and click Next. Storage DRS enables Storage /0 Control automatically
when /O metric is enabled.
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7. Select the cluster to which you want to add this datastore cluster.

%) New Datastore Cluster H[=] B3

Select Hosts and Clusters
Select the host(s) and cluster(s) you wish to add this Datastore Cluster ko,

General Select Hosts and Clusters:
SDRS Automation = )5 [DemaDatacenter-01
SDRS Runtime Rules MEl Democluster-01

Select Hosts and Clusters
Select Datastores
Ready to Complete

Help <gack [ mets> | el |

4

8. Select the datastores that should be part of this datastore cluster. We are using datastores that already
contain virtual machines. Creating a datastore cluster is a nondisruptive task and can be done if needed
during production hours.

= New Datastore Cluster [_ O]

Select Datastores
Select the datastores you want to use For this datastore cluster. For best resulks the datastores you select should be connected ko
every host in all of your associated dusters,

General

SDRS Automation

DRS BLptire Buias Avalable Datastores: Shaw Datastores:  [Connected to all hosts =l

Seleck Hosts and Clusters

Select Datastores Syskem Capability or User-defined Capability contains: + Clear

Ready to Complete 2| Name | Host Connection Status | Capacity | Free Space | System Capabil., | User-defined Capabilty | Typ:
[ T-Gobal-Interchangs... @ Al Hosts Connectad 7498GB 5367GB WA HiA YMF
tm-podD1-sase00-5p-01 @ Al Hosts Connected 99.8GB 553 GB A A M
tm-podD1-5as300-5p @ Al Hosts Connected 99.8GB 26,7 GB HiA HiA YMF
[ _tm-podDi-sas600-sp-02__ @ Al Hosts Cornected 99.5GB 93,1 GB HiA HiA YMF

o [

3 datastores selected

Help < Back | Mext > I Cancel |

A
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9. Review your selections. Ensure that all hosts are connected to the datastores in the datastore cluster.
Click Finish.

GINew Datastore Cluster M= B3

Ready to Complete
Please revisw your selections below and click Finish to creats the new Datastors Cluster.

eneral The Datastore Cluster wil be created with the Following aptions:

SORS Automation

SRS Rurtime Rules General =)
Sclect Hosts and Clusters Dakastare Cluster Name: Datastore Cluster 01

Select Datastares Storags DRS: Erabled

Ready to Complete
SDRS Automation
Storage DRS Automation Level:  Manual

SDRS Runtime Rules

Storage 1/ Load Balancing: Enabled

Utilized Space: B0 %

1/O Latency: 15 ms
SDRS Advanced Options

Utilization difference: 5%

Check imbalances every: & Hours

1/0 Imbalance Threshald: s
Datastores:
Name Capacity Free Space  Type
i tmepod0i-saseii-sp-01 99,6 GB 55.3 GB YMFS
i tm-pod0i-sas3oo-sp 998 GB 26.7 GB VHFS
B tm-pod0i-sast00-sp-02 99,8 GB 93.1 GB YHFS

Clusters and Hosts: T

Name Host/Datastore Connection Selected 1/0 Load Balance Capable
Status
fh DemoCluster-01 @ Al Datastores Connected ves @ Vs |

Help <ok |[ Fmsn | concel |

4

10. The datastore cluster will now be created and a new object should appear on the Datastores and
Datastore Clusters view. This object should contain the selected datastores.

This completes step 1 of Testing vSphere Storage DRS.

Exploring Your Datastore Cluster

In this section, we will show some of the important tabs of the Datastore Cluster object. These can be used for
monitoring and managing your datastore cluster.

1. From the vCenter Home view, select Datastores and Datastore Clusters.

7 tm-pod01-vc01 - vSphere Client

Flle Edt Wiew Inventory Administration Plug-ins Help

B [o
Inventory
Search Hosts and Clusters WMs and Datastores and Metworking
Templates Datastore Clusters

Administiation

) = 4] & g s & "N b

Roles Sessions Licensing System Logs yCenter Server vCenker Solutions  Storage Providers Auto Deploy vCenter Service
Gattings Managsr
Management
7 2 B B &
- &
Scheduled Tasks Events Maps Host Profiles WM Storage Customization
Profiles Specifications
Manager
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2. Select your newly created Datastore Cluster. The Summary tab will show the number of datastores that
are part of the datastore cluster and details regarding capacity and how Storage DRS was configured.

75 tr-pod01-ve01 - wSphere Client

File Edit Yien Inventory Administration Plugens Help

‘E} Home b g Tnvertoey b [ Datsstores snd Datastors Clusters

£ [} DemoDatacenter-01

=1 (' [Datastore Cluster O

) tm-podii-sas300-sp
trn-pod1

5 [ tepoddi-vedl

Datastore Cluster 01

Summary

Alarms

§p Edi Datastore Cluster

@ Add Storage

. General wSphere Storage DRS
P P
% é’":f‘:”:'”:ﬁ””'sn"l'“ Datastores: 3 1/ metrics: Enabled
a TM'PSD‘E" ré:):;la['ge‘ Capaity! 299,25 GB Storage DRS: Enabled
@ TM-PODOI-ESKO1-Loca Used space: 124,18 GB Aukormation level: Marusal
il TM-PODO1-ESK02-Local Fres spacer 17507 o8
1§ TH-PODO1-ESHO3 Lacal Datastore Largest Free Space! 9311 G Ublized Space threshold: 80 %
Type: WMFS 10 lateney thrashold: 15 ms
w;:'s.”a““‘”“: g View troubleshooting guide
Snapshots: 1
Storage Capabilities
Refresh
System Storage Capablity: /A
ey User-defined Storage Capabilty: NJA
Q) refresh

3. The Hosts and Clusters tab shows the datastore cluster and the health of the datastore cluster. It also

shows, when the datastore cluster is selected, which hosts are connected and how many datastores are
connected from this datastore cluster to the host.

Datastore Cluster 01

Host and Clusters

Mame

‘ Datastore Connection Status

Per

E tm-podii-esx02.tmsb.local
@ tm-poddl-esx03.tmsb.local
0 tm-podii-esxil.tmsb.local

3
3
3

All Datastores connected
All Datastares connected
All Datastores connected

Allocated Space Used Space
& DemoCluster-01 & Al Datastores Connected 897.8 GB 593.4 GB
DemoCluster-01 Details
Hame | Datastore Connected | Detalls

TECHNICAL WHITE PAPER / 25



VMware vSphere 5.0 Evaluation Guide -
Volume Two

4. The Datastores tab shows all connected datastores and their characteristics. Storage 1/0 Control is enabled
on these datastores.

Datastore Cluster 01

Summary

Wirtual Machines | Host and Clusters - [EEHGl= Storage DRS | Performance | Tasks &Events  Alarms - Permissions - Storage Views

Datastores

Refresh  Move out of Datastore Cluster &
Identification | Status | Host Connection Status | Device | Drive Typs | Capaciy | Free | Type | Last Update
@l trepodDi-sas300.. & Normal & AllHosts Comnected naa 6006016091... Non-SSD 99.75GE  26.69GB NjA 6/9/2011 1:16:56 PM
@ trepodDi-sasé0n.. @& Normal @ AlHosts Cornected niaa 6006016031...  Non-55D 99.75GE  S5.27GB NjA 5i9(2011 12:36:42 PM
) trepodDi-sase0n.. & Normal @ AlHosts Cornected niaa 600G016031...  Hon-55D 99.7SGE 93.11GB WjA 6i3(2011 12:36:42 PM

5. The Storage DRS tab is one of the main tabs in this view. If there are any recommendations, they will be
displayed in this tab. It is also possible to manually run Storage DRS by clicking Run Storage DRS.

Storage DRS

view: [Recommendations Faulks| History

Migration Automation Level:
Utiized Space Threshald:
170 Lakency Threshold:

Datastore Cluster Properties

Edt...
Manual

80%

15ms

Last updated: 6/9/2011 1:38:44 M Run Storage RS

Storage DRS Recommendations
Apply | Recommendstion Resson | Space Uk, | Space Ut | Space U, | Space Ut | o Late.,. | 110 Late... |

Apply Recommendations

T ovenride Storage DRS recommendations

6. The Performance tab shows the current and trending space utilization or performance statistics when
selected from the pull-down list.

Datastore Cluster 01

519 Petformance

view: [Space 2

Space Utilization for Datastore Cluster 01

Space Usage by File Type

@
. [OFree Space
W Other
W Other VM Files
W Ssnapshots
| MSwap Files
W Virual Disks

By File Type

Time Range: |1'wesk

1 week Summary for Datastore Cluster 01

Space Allocated by Datastore in GB (Top 10) Space Capacity by Datastore in GB (Top 10)
200

175

GB

. i
6/2/11  §/3/11 6/4/11

N i
B/2/11  B[3/11  6/4/11  &[4/11

1:50 M B:30 AM 3:10 AM 9:50 PM 4:30 PM 11:10 AM 5:50 AM 12:30 AM 7:10 PM
W tm-pod01-5as600-5p-02 Etm-pod01l-sas600-sp-01
Wtm-pod01-5as300-5p

6/4/11  6/S/L1  6/6/1L  6/7/11 G/BILL  6/B/LL
LS0PM B30AM 3:10AM 9:50PM 4:30PM 11:10 AM 5:50 AM 12:30 AM 7:10 PM

W tm-pod01-5as300-5p Etm-pod01-sas600-sp-01
W tm-pod01-5as500-5p-02

6/5/11 B/6IL  6/7/1L G/B/LL  6/B/1L

7. The Tasks & Events tab shows all recent tasks and events. This tab is very useful for troubleshooting
purposes and to validate the successful completion of tasks.

This completes step 2 of Testing Storage DRS.
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Provisioning a New Virtual Machine
In this section, we will create a new virtual machine and provision it to the newly created datastore cluster.
Storage DRS will place the virtual machine, based on the current disk space utilization and 1/0 latency.

1. From the vCenter Home view, select Hosts and Clusters.

=3 tm-pod01-vc01 - ¥Sphere Client

File Edit Yiew Inwentory Administration Plug-ins  Help

B [o o
Inventory
Search Hosts and Clusters WMs and Datastores and Mebwarking
Templates Datastore Clusters

Administration

$ 8 g B # a N U

Roles Sessions Licensing System Logs wiZenter Server wCenter Solutions  Storage Providers Auto Deploy wiZenter Service
Settings Manager Status
M anagement
%) & v £ 5 77}
scheduled Tasks Events Maps Host: Profiles WM Storage Cuskomization
Profiles Specifications
Manager

2. Right-click your Cluster object and click New Virtual Machine.

wil bm-pod01-vc01 - ¥Sphere Client

File Edit ¥iew Inventory Administration Plug-ins Help
E |E} Home I gF] Inwentory I Hosts and Clusters
# +
F & & 3%
S @ km-pod01-ve0l DemoCluster-01
= DemoDatacenter-01 :
= [} [Demorlistern1 Summar b H
0 B addHost... Crl+H
E t|ﬁ‘3 Hew Yirtual Machine, [~ Chrl-+r !
% t @ Mew Resource Pool...“\S Chrl4+O an
@ % Mew wapp... Chrl+4 Off
de: Disabled
% Rescan for Datastores...
urces: 57 GHz
i 3
% Host Profile 143,80 GB
Add Permissian. .. Chrl+P 1.41 TH
Alarm +
EH 3
#h  Edt Settings... ki 24
Open in Mew Window, .. Chrl4+AlE+M stare Clstars: 1
Remove EH 7
Rename
TrooarFEcnEs and Templates: &
Total Migrations using vMokion: 13
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3. Select Typical and click Next.

Create New Virtual Machine [-[O]x]

Configuration Virkual Machine Yersion: 8
Select the configuration For the virtual machine

Configuration
Name and Location

Configuration

Storage & Typical

Guest Operating System Create a new virtual maching with the most common devices and configuration options,
Metwork.

Create a Disk. " Custom

Ready to Complete iCreate a virtual maching with additional devices or specific configuration optians.

Help % Back | Next = I Cancel

y

4. Give the virtual machine a unique name and click Next.

%) Create New Yirtual Machine [_[O]

Name and Location “irtual Machine Yersion: &
Specify a name and location For this virtual machine

Confiquration Name:
Name and Location v_07

Storage

Guest Operating System firtual machi ] may conkain up ko 80 characters and they musk be unique within each
Metwork wCenter Server M Folder,

Create a Disk.

Ready to Completa Inwenkory Location:

B DemoDatacenter-01

Help | < Back | Naxt>i I Cancel
4

%
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5. Select the datastore cluster where this virtual machine must be stored and click Next.

=3 Create New Yirtual Macl

e =

Storage Virtual Machine Wersion: 8
Select a destination storage for the virtual machine files

Configuration Select a destination storage for the virtual machine files:
Mame and Location
Storage %M Storage Profile: I j F0y
Guest Operating System Mame | Drive Type | Caparity | Provisioned | Free | Type | Storage [
Eatwtmk ek [ DatastoraClos... 799.75 GE 12419 GB  175.06 GB Enabled
reate a Dish
B TM-GobaHInte... Mon-S5D 743.75GE 213.06GE  S3I.E0GE UMFS3
Ready to Complete
H TM-FODOIES.. MareSSD 132.00GE 979.00ME  131.04 GB WMFSS
B TM-PODOLES.. Mon-SSD 1320066 979.00ME  131.04GB WMFSS
B TMPODOIES.. Mon-S5D 131.75GE 979.00ME  130.79GE WMFSS
4] | |

I” Disable Storage DRS for this virtual machine

Select a datastore:

Hame | Drive Type | Caparity | Provisioned | Free | Type | Thin Provie
B tm-podii-sas.. Mon-S5D 99,75 GB 90,07 &6 55,77 GB YMFSS Supported
a tm-pod0i-sas... Mon-55D 99,75 GB 73.06 GB 26,69 GE WMF3S Supported
@ tm-pod0i-sas... Mon-550D 9979566 34.67 GB 93,11 GB YMF3S Supported
4 | i

Help < Back | Rlext I:l Cancel |

6. Select an operating system. In our example, we use Windows 2008, 64-bit. Click Next.

%) Create New ¥irtual Machine =] E3

Guest Operating System Wirtual Maching Version: &
Specify the guest operating system to use with this virtual machine

Configuration

Masie and Location Guesk Operating System:
orage & Windows
Guest Operating System € L
Netwark
Create a Disk " other
Ready to Complete
Wersion:

Identifying the guest operating system here allows the wizard to provide the appropriate defaulks For
the operating system installation,

Help | < Back | Mext = ; I Cancel
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7. Select the correct port group and click Next.

%) Create New Virtual Machine =] E3
Network

Wirtual Maching Yersion: &
Which networl connections will be used by the virtual machine?

Configuration

Mame and Location
Storage Haw many NICs da yau want to connect? m
Guest Operating System
Network Connect at
Create a Disk Network Adapter Power On

Ready to Camplete

[ Create Network Connections

MIC 1 [Production0z =] [F1000 = ¥

LQ IF supparted by this virtual machine version, more than 4 MICs can be added after the
virkual machine (s created, via its Edit Sattings dislag,

Adapter choice can affect both networking performance and migration compatibillty, Consult
the YMware KnowledgeBase for mare information an choosing among the network adapters
supparted For various guest operating systems and hosts,

Help < Back | HMext é! Cancel |
VA

8. Depending on the available disk space, it might be necessary to decrease the size. In most cases, the
default setting should be fine. Click Next.

= Create New ual Mac|

JS= E3

Create a Disk Wirtual Machine Version: &
Specify the virtual disk size and pravisioning palicy

Cunfiguretion Datastore Cluster: Datastore Cluster 01
Mame and Location

Storage

Available space (GE): 175.1
Guest Operating System pecalte)
Ietwork " N r
—— wirtual disk size: 3 x
Create a Disk # 8
Ready to Complete

¥ Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed
€ Thin Provision

Help = Back | Mext » [:l Cancel

4
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9. Select Show all storage recommendations to see which datastore is recommended by Storage DRS as the
destination for this virtual machine. Click Continue.

5] Create New Yirtual Machine [-D[x]

Ready to Complete virtual Machine Version: &
Click Finish to start & bask that will create the new virkual machine

Configurstion

Settings Far the new virtual machine:
Mame and Location

Mame: WM _07
Ziofi et ating Systein Folder: DemaDatacenter-01
Network HastfCluster: DemoCluster-01
Create a Disk Datastare Clustar: Datastaore Cluster D1[tm-podi1-sas600-sp-02] (Recomme. .
Ready to Complete Guest 05: Microsoft Windows Server 2008 R2 (f4-bit)
NICs: 1
NIC 1 Metwork: Production02
NIC 1 Type: E1000
Disk provisianing: Thick Provision Lazy Zeroed
Virkual Disk Size: 40 GB

I™" Edit the wirtual machine settings before completion

[, Show al storage recommendations

/44" Creation of the virtual maching (W) doef not indude automatic installation of the guest operating
system, Tnstall a quast 05 on the ¥M aftpr craating the YH,

Help < Back | Continue I Cancel |

4

10. Storage DRS, when possible, makes several recommendations, enabling you to manually select a different
datastore. We will use the recommended datastore by clicking Apply Recommendations.

&) virtual Machine Storage Placement Recommendations

Placement Recommendations I

wCenter recommends the following datastores for the wvirtual machines. Recommendations for wirtual machines within the same datastore cluster are linked together
and must either be accepted or rejected as a group. Click Apply Recommendations if these recommendations are acceptable.

Apply ‘ Recommendation | Reason

Storage recommendations for files in Datastore Cluster 01 {select one)

E5  Place new virtual machine hard disk on tm-pad01-sas600-sp-02 Satisfy storage initial placement requests
@ Place new virtual machine configuration file on Em-podD1-sase00-sp-02  Satisfy storage initial placement requests

D 5 Place new virtual machine hard disk on tm-pod01-sas600-sp-01 Sakisfy storage initial placement requests
@ Place new virtual machine configuration file on tm-pod01-sas600-sp-01 Satisfy storage initial placement requests

[l | |
Apply Recommendations I Cancel | Help |

4
11. The virtual machine will now be created.
Recent Tasks
Mame | Target | Status | Detalls | Initiated by | wCenter Server | Requested Start Time = | Stark Time | Completed Time
@ Apply Storage DRS recommend... i@ Completed ook E‘] tm-pod0i-vedl  6/%/2011 2:30:25 PM 6/3f2011 2:30:25PM 6f9(2011 2:30:32 PM

This completes step 3 of Testing Storage DRS. If the used datastores were newly created, we recommend going
through step 3 multiple times to create multiple virtual machines. In addition, we recommended installing an
operating system to enable the possibility of creating load and also to ensure that disk space is allocated to

the VMDK.
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Space Balancing

In this section, we will create an imbalance from a disk space perspective, to see what recommendations Storage
DRS will make. To complete this step, it is required to have multiple virtual machines stored on your datastore cluster.

1. From the vCenter Home view, select Datastores and Datastore Clusters.

*7 tm-pod01-vc01 - vSphere Client

Flle Edt Visw Inventory Administration Plug-ins Help

|Q Home

Inventory
Search Hosts and Clusters WMs and

Datastores and

Networking
Templates Datastore Clusters

Administration

9 -] %) H 2 B @& AN W

Roles Sessions

Licensing System Logs vienter Server  wCenter Solutions  Storage Providers Auto Deploy vCenter Service
Settings Manager
Management
%) ] % 53 )
Scheduled Tasks Ewents Maps Host Prafiles WM Storage Custonization
Frofiles Specifications

Manager

2. Select one of the datastores in your datastore cluster. Click the virtual machine tab and find the virtual
machine with the most Used Space.

5 tm-pod01-vcD1 - vSphere Client

Fle Edit View Inventory Administration Plugins Help

|g Home b g8 Inventory b [ Datastores and Datastore Clusters

B ) tmrpoddl-vedl tm-podD1-sas300-sp
=) [ DemoDatacenter-01
= §¥ Datastore Cluster 01
(3 [tm-poddi-sas300-sp =
&3 -podor ) General Capacity
& tm-pod0i-sastin-sp-02 Location:  ds:///wmis /volumes/4de87if2-e1c750... Refresh
Bl Th-Gobal-Interchangen! Capacity: 99.75 GB
© TM-PODOL-ESHDL-Local ) Frowisioned Spare: 73.06 GB
@ TMPODD1-ESNDZ-Lacal Type: YMFS Free Space: 26.69 GB
& TM-PODD1-ESKO-Loral Mumber of Hosts Comnected: 3 : .

Wirtual Machines and Templates: 2

Last updated on: 6/9/2011 4:16:57 PM

G Browse Datastore...

5 Bssian Ussr-Defined Storage Capsbillty

Storage Capabilities
Commands
Refresh
) Refresh System Starage Capability: N/A
il Enter SDRS Maintensnce Made

User-defined Storage Capabiity: N/A

3. Migrate a virtual machine to the datastore that has the least amount of free space. Find a combination that
will exceed the configured 80% space utilization.
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a. Right-click the virtual machine and click Migrate.

tm-pod01-sas&00-sp-01

Yirtual Machines

Summary formance - Configuration ' T:

Mame | State | Status | Haost
@ Wh_04 Powered On @& Mormal  tm-pod0l-esx02.tmsh.local
’E YM_02 Powpead Cin | s Mewernsl b A 01 brach lorg|

Paower 4
Guest 4
Snapshat 4

Open Console

Edit Settings...

|Eﬂ Migrate. ..

&5 Clore... s
Template 3
Fault Tolerance »
WM Storage Profile >
&dd Petmission... CHH+P
&larmn 4

Report Performance. ..

Rename
Edit Motes. ..

Open in Mew Window. .. Cerl+Al-+r

Remove From Inventory
Ceelete from Cisk

Copy to Clipboard Chrl+C

b. Select Change Datastore and click Next.

& Migrate Yirtual Machine H[=1 &3

Select Migration Type
Change the virtual maching's host, datastore or bath,

Select Migration Type
Storage
Ready to Complete Movs the virtual maching to another host.

" Change host

@ Change datastore

Move the virtual machine's storage ko another datastore

€ Change both host and datastore

Move the virtual machine to another host and move its storage ko another datastore.
/4y The virtual machine must be powered off to change the YM's host and datastore,

Help < Back | Mext = I Cancel

Y
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c. Inthe bottom section of the window, find the datastore that will exceed the utilization threshold after
the migration. Select it and click Next.

3 Migrate Yirtual Machine

Storage
Select the destination storage for this virtual machine migration,

Select & virtual disk format:

Select Migration Type
Storage Same Format as source

Ready to Complete Select a destination storage For the virtual machine files;

VM Storage Profile:  [Dc not change the profiles [4] 4
MName | Drive Type | Capaity | Provisioned | Free | Type | Storage DRS | Thin Provi:
§J Dakastore Clus, 299.25G0 16419GE 13506 GB Erablzd Supporte
@ TM-GobalInte... Non-55D 74975G8 213.06GE 536,69 GB VMFS3 Supportec
@ TM-PODOI-ES... Non-55D 1320068 $79.00MB  13L04GB VMFSS Supporte
4 | |
I Diable Storage DRS for. this virtusl machine
Select & datastore!
Mame: | Drive Type | Capacity | Provisioned | Free | Type | Thin Pravisioning |
@ tm-poddl-sas.. Non-55D 99.75GE 90,07 GB 55.27GB VMFSS Supported
& oSS S S PP
Hon-550 99.75GE 78.79 GB 53.11G8 VMFSS Supported ] |

Advanced >

Compatibiity:

WValidation succeeded

Help < Back | Next = | Cancel

d. Review the selections and click Finish.

=) Migrate Yirtual Machine [_ O]

Ready to Complete
Click Finish ko stark migration

gclect Mineation Tvpe Host: Current Location
Ready to Complete Data.stnrs:. tm-pod0 1 -sas600-sp-02
whlotion Priority: Default Priority
Disk Storage: Same format as source

™ Show all storage recommendations.

Helps < Back Finish | Cancel I

4
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e. The virtual machine is now migrated live to the selected datastore. Validate that the migration has been

successfully completed.

Recent Tasks

Hame | Target | Status

| Details | Tritisted by | wCenker Server | Requested Start Tme  ~— | Start Time | Completed Time
@ Apply Storage DRS recammend. ..

& Completed roat @ tr-podDl-vcll  6/9/20115:03:25 PM 6/22011 5:03:25FM  6/9(2011 5:09:50 PM

4. If the migration has been successfully completed, select your datastore cluster and click the Storage DRS tab.

Datastore ero
Storage DRS
Yiew: | Recommendations Faults| History Last updated: 6/9/2011 5:05:16 PM  Run St%age DRS
Datastore Cluster Properties Edk,.,
Migration Automation Level:  Manual

Utiized Space Threshold; B80%
10 Latency Threshold: 15ms

Storage DRS Recommendations

Apply | Recommendation Reasan | Space Util. | Space U, Space Uk, | Spacs UtLJ 10 Late...| /0 Lats. .

5. Click Run Storage DRS to manually start the process. Storage DRS will now check whether any of the
thresholds have been exceeded (space and 1/0) and will make a recommendation when it is possible to
solve the imbalance. When Storage DRS is set to Fully Automated, it will automatically solve the imbalance.

Datastore Cluster D1

Storage DRS NGL: Alarms [ pe

i

Recommendations  Faults| History

Last updated: 6/9/2011 5:15:43 PM  Fun Storage DRS
Datastore Cluster Properties Edit...
Migration Automation Level:  Manual
Utilized Space Threshold: 80%

1/0 Latency Threshold: 15ms

Storage DRS Recommendations
Apply | Recommendation

= £ Migrate hard disk Hard disk 1 for 105 _from tri-pod0L-sase00-sp-02

| Resson

| Space Lki.| Space Ut | Space UKl | Space UK. | 1jO Late, .| /O Late. . |

Balance datastore space usage 91,40527 8836153 4.002193 7.045935 0.001055 0001983

= £ Migrate hard disk Hard disk 1 for 1 06 from tr-pod0i-sas600-sp-02  Balance datastore space usage: 88.36153 853266  7.045935 10.08087 0.001055 0.001983

] £y Migrate hard disk Hard disk 1 for 11 07 from tm-pod01-sas600-sp-02  Balance datastore space usage 85,3266 4116737 10.05067 54,2408 0.001055 0001953 |

™ Override Storage DRS recommendations Apply Recommendations

&Y

6. Click Apply Recommendations to solve the imbalance. Using Storage vMotion, Storage DRS will now
migrate the virtual machines that were recommended to be migrated. As can be seen in the following
screenshot, Storage DRS will make multiple recommendations to solve the imbalance, if required.

Recent Tasks

Marme | Target | Status | Details | Tnitiated by | wCenter Server | Requested Start Time <~ | Start Time | Completed Time

@ Execute Starage vMotion for St... () vM_07 & InProgress System g] tr-pod0i-vcOl  6/9/2011 5:24:13 PM 6/9/2011 5:24:13 PM

@ Execute Starage vMotion for t... () vM_06 40% ) Migrati... System g] trm-pod0i-vcOl  6/9/2011 5:24:13 PM 6/9/2011 5:24:13 PM

@ Apply a Storage DRS recomme. .. @ Completed rook 'E’ tr-pod0i-ve0l  6/9j2011 5:24:13PM 692011 S:24:13PM  6/9f2011 S:24:13 PM

@ Apply a Storage DRS recomme. .. @ Completed rook 'E’ tr-pod0i-ve0l  6/9j2011 5:24:13PM 692011 S:24:13PM  6/9f2011 S:24:13 PM

@ Execute Starage vMotion for t... () vM_0S 29% @) Migrati... System 'E’ tr-pod0i-ve0l  6/9j2011 5:24:13PM 6f9/2011 5:24:13 PM

@ Apply a Storage DRS recomme. . @ Completed rook g] tr-pod0i-veOl  6/9j2011 5:24:13 M 692011 5:24:13PM  6/9f2011 5:24:13 PM
7. Validate that the migration has been successfully completed.
Recent Tasks

hame | Targat | Status | Details | Tnitiated by | wCenter Server | Requested Start Time < | Start Time | Completed Time

@ Execute Storage wMation For St... @ WM_07 @  Complsted System ﬁ‘; tm-pod0l-vcOl  6f9/2011 5:24:13 PM B/O[2011 5:24:13PM /92011 5:25:33 PM
Y Execute Storage vMotionfor St (F WM_0G @ Complsted System (5 tmepoddi-vedi  6{32011 5:24:13 PM £/9/2011 5:24:13PM  £/9)2011 5:25:28 PM
¥4 Apply a Storage DRS recomme. .. @ Complsted root (3 twepodDi-vell  B{9/2011 5:24:13 P 632011 5:24:13PM  £/5)2011 5:24:13 PM
@ Apply a Storage DRS recamme. . i@ Completed rook @ tr-pod01-ve0l 6092011 5:24:13 PM 6/9/20115:24:13PM  6/9/2011 5:24:13 PM
@ Execute Storage wMotion for St... (1 ¥M_0S @ Completed System E‘;} t-pod01-ve0l  6f9/2011 5:24:13 PM 6/9/20115:24:13PM  6/9/2011 5:25:25 PM
£ Apply a Storage DRS recamme. .. @ Completed raat g2 tmepodOl-vel  6f9)2011 5:24:13 FM 6/9/20115:24:13PM  6/9/2011 5:24:13 PM

You have now successfully completed step 4 and the exercise Testing Storage DRS.
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Using Profile-Driven Storage

Introduction

Large-scale storage configurations are difficult to manage. It is difficult for administrators to correctly identify
storage characteristics in vSphere, so it is difficult for them to know whether virtual machines are being
deployed or migrated to the correct datastore. Virtual machine storage profiles predefine classes of virtual
machine storage. This reduces placement errors during provisioning, migration and cloning by monitoring virtual
machine storage placement against predefined virtual machine storage profiles.

Create a Virtual Machine Storage Profile with a User-Defined Storage Capability
From the vCenter Home view, select VM Storage Profiles.

Ble Edit View Inventory Administration Blug-ing Help

8 B & e

Inwentony
Q 5 1 ) 8] ®
Search Hosts and Clusbers whis and [ratastores and Metworking

Termplates Dratastore Chushers

Administratien

2 K 5 2 @ W

Roles SeFEK0NG Licersing System Logs wCenker Server  wOenber Solutions  Storage Providers  wienber Service
Sattings Managar Status
Management
¥ o, 5 )
B @ B B & | &
Scheduled Tasks Evint:s Taps Horst Profiles Wl Storage: Custormization
Profikes Specificgtions
Mansgsr

You must now click the Enable VM Storage Profiles button, located in the toolbar underneath the navigation
bar at the top right of the window:

Fle Edt Yew Inventory Admintstration Plgeins  Help

B Bl & rome b o management b By vM Storageprofles b ) pkpoddve.pelocal

IFF Create ¥M Storage Profile {5 Edit VM Storage Profie IFF Dellete M Storage Profie & Manags Storage Capabities | [ Enabls ¥M Storage Profiles
[7 ¥ Storage Profiles

If your hosts are in a cluster, you can enable the VM Storage Profiles cluster-wide. If your hosts are not in a
cluster, you must enable them individually. In this example, the hosts are in a cluster, so they can be enabled
cluster-wide. Single-click the Enable link.

3 Enable ¥ Storage Profiles

Enable or disable WM storage profiles for a host or a custer, To enable the Fesbure for a host, the hosk must have a lcense that incudes WM storage
profikes. To enable the feature for a custer, all hosts in the dustes must have a boense that indudes WM storage profiles,

Hests and Chusters:
Marne | Dataceniter | Licensing Status | WM Storage Profile Status | Motes

) W54 HA Ousher I%l ¥5A Al hosks Licensed Linknowin
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After VM Storage Profiles has been enabled, the VM Storage Profile will change to Enabled:

3 Enable ¥ storage Profiles

Enable or disable WM storage profiles For a host or a duster, To enable the Feabure for a host, the hosk must have a loense that indudes WM storage
profiles. To enable the Feature For a chuster, all hosts in the chaster must have a icense that indudes VM storage profiles,

Hosts and Chesters: Enable  Disable
Mame | Datacenter | Licensing Status memm | Mates
[ ¥Sh HA Cluster VA Rll hosts Licansed Enabled |

Close the Enable VM Storage Profiles window by clicking the Close button, located in the lower right-hand

corner. You must now click the Manage Storage Capabilities button, located in the toolbar underneath the
navigation bar at the top of the window:

File Edt Yew [Inventory Admintstration Plg-ing  Help

B Bl & rome b oE Management b B YN StworageProfles b ) pkpod)3ve.pelca
=+ Create ¥M Storage Frofile

{5 Edit ¥4 Storage Profie

[7 ™ Storage Profiles

[ Delate ¥M Shorage Profie

7 Manage Storage Capabiities | I Enabie ¥ Storage Profiles

Surimary

WM Storage Profies

The Manage Storage Capabilities window will appear. Click the Add button. Give your storage capability a
name; in this example, Gold. You can provide an optional description.

' Manage Storage Capabilities

Sterage capabities are 3 group of parameters that & datastore guarantees. Capabilities can be system-defined and
user-defined. Supported storage systems assign system-defined bies bo datastore and you cannot modify them, You
can add, remaove, and edic user-defined storage capablites, and assooate them with datastoras,

Name | Deseription [ Tyne I
—Name EdWt::, I
— Deseription
Gold Storage Capabiity]
[ ]_cmn |
e | -

Click OK and then Close. This completes the first step of the Storage-Driven Profiles Evaluation.

TECHNICAL WHITE PAPER / 37



VMware vSphere 5.0 Evaluation Guide -
Volume Two

Assign a Storage Capability to a Datastore

This datastore should not contain any virtual machines. This is not a requirement. From the vCenter Home view,
select Datastores and Datastore Clusters.

Ble Edt View lpentery Administratin Plgeins Help

BB o e
Inventory
QU ®»®» @ 8 | e
Search Haosts and Chusters s and Datastores and Netwaorking
Templates Distastore Chusters

Adminiztration

8 & 3 2 @ ¥

Roles Ses5knS u Syshem Logs wientes Server  woenker Solutions  Storage Prowiders  wiCenber Service
Sattings Mariagar Status
Management
Z o I 2 & :
B : : =
Scheduled Tasks Events Maps Host Profiles VM Storage Customization
Profiles Sgascific aticns
[Mansger

From the vCenter Inventory on the left-hand side, right-click the datastore to which you want to assign the
storage capability. Select Assign User-Defined Storage Capability... :

= [ prd-podi3vc.pml lecal
= [y vsa

A What is a datasto

Open in New Window. ., Chrb-AR-+HN

From the drop-down menu, choose the User-Defined Storage Capability defined in the first step;
in this example, Gold:

— DiesCrptan
old Starage Capahiicy
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Click OK. Stay in the Datastores and Datastore Clusters view and select the Summary tab for the datastore
that was assigned the storage capability. You should observe that the Gold capability is now visible:

VSADs-0
iGetking Started Virtual Machines | Hosts | Pedformance | Configuration . Tasks BEvenks | Alarms . Permissions | Storage Wiews
| General ||:upadty
Location:  dsy/f fwvmils S volumes /cddceZ 38-279021 ... Rafresh
Capaity: Zh2.85 GB
Provisoned Space: 187.07 MB
Type: NAS
fnber o voss Cornected, 3 et don 6/1/2011 12108
wirtual Machines and Templates: 0 an: :
. | Storage Capabilities
Comnmands I
I Refresh
@ Refresh System Storage Capabiity: pA
Enter SCRS Maintenance Maods | User-defined Storage Capabilty: Gold 3
&Gf Browse Datastore. .
I3 Assign User-Defined Storage Capabilly

Create a Virtual Machine Storage Profile Containing the User-Defined Storage Profile
From the vCenter Home view, once again select VM Storage Profiles.

Ble Edt View Ipventory fdministration Plug-ine Help

B [ rome

Inventony
QU ¥ &% 8 e
Seardh Hosts and Custers Whis and Duatastores and Networking

Templates Diatastore Chusters

Administratien

® 2 & 5 2 & ¥

Roles SesskrG Licersing System Logs wilenter Server  wlenber Solutions  Storage Providers  vCenber Service
Satbings. Mariagar Seabus
M anagement
. .
¥ |=
B @ = B & | &
Schisdulid Tasks Evirts Taps Host Profibes W Storage Customization
Profiles Specific stions
Manager

Click the Create VM Storage Profile button, located in the toolbar underneath the navigation bar at the top left
of the window:

File Edt “ew Inventory Administration Plgdns Help

g g [Q Home b ¥ Managemerk b iy M StorageProfies b [ pmbpodidvc.omiocal

|E]' Craste YM Storage Prafile | £ Ede v Storage Profle [ Delete vM Storage Profie 53 Manags Storage Capabiities 7 Enabils vM Storage Profiles

[ "M Sorage Profiles

(=S e, Surmmary | WM Storage Profiles
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This launches the Create New VM Storage Profile wizard. The first step is to provide a name and an optional
description to the profile; in this example, Gold-Profile:

o Create New ¥+ Storage Profile

¥ Storage Profile Properties
Enbar the niame and the deseription of this profie below,

Profile Properties “Hame -

Select Storage Capabiities

Peady to Complete I"_‘d'j'?rﬂ
— [Description

Storage Profile For Wiz that should reside on Gold storage

Click Next to proceed to the Select Storage Capabilities window. At this point, there is only a single user-
defined storage capability, Gold. Check the adjacent box to select it:

+ Creabe New Y™ Storage Profile

select Storage Capabilities
Sefect the storage capabilites that will be wsed with this M storage profile.

Profile Properties “Starage Capabillies
Select Storage Capabilities
Fame T
Ready bo Complete Elﬁlﬂd ll.l.':deflnad

Click Next. Then click Finish to complete the creation of the VM Storage Profile. In the Inventory panel, select
the newly created Gold-Profile and Summary tab to view the details of the VM Storage Profile.

[P Crmate WM Storage Profle 5 Edk VM Storage Profie [ Delete WM Storage Profls [ Manage Storage Capabdties [ Enwble VM Storage Profies
B[ M Storage Profiks
s Gokl-Profie Summnay

Genveral | Storage Capabilities
Mari: Godd-Profile | Gaokd

DasCription: Storage Profile For Wis that shou...

dssociabed Vis: 1]

Mar-camphant Wis; [i]

Comimands

5 Edit v Storage Profils
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Assign a VM Storage Profile to a Virtual Machine

There is an assumption made here that there is a virtual machine available in your environment. In this evaluation
guide, we will be associating a VM Storage Profile with an already existing virtual machine. However, VM Storage
Profiles can also be associated with a virtual machine during its initial creation, meaning that the virtual machine
can be placed on “compatible” storage from the outset.

First, go to the Hosts and Clusters view. Identify a virtual machine that you want to use as part of the VM
Storage Profiles evaluation. This virtual machine requires a disk but can have any guest OS installed. In this
example, | have chosen a virtual machine running Windows 2008 R2 (64-bit).

Right-click the virtual machine and select VM Storage Profile. Then select Manage Profiles.

| [P —

I
Pasipesr ¥ Pr
Guest p put-of-dete) Eﬂ
Snapshiot ¥ -

E Cpen Console E

£  Edit Settings... [ Gen. (¥eon® Core™2) i

E‘ﬂ Migrate 1 |

? clone bl local
Temciste - L3
Faulk Tolerance 13 | 1 |

| WM Starage Profile v | | Manage Profies. .

Audd Pesmission, .. ChrkeP Check Profiles Compliance

This opens a new Profiles tab in Virtual Machine Properties. From the drop-down list, select the profile that
you created earlier. In this example, it is called Gold-Profile. You will also see a button called Propagate to disks.
By default, the VM Storage Profile applies only to the virtual machine’s configuration files. You must use the
Propagate to disks button to also include the virtual machine’s disks (VMDKs) in the profile. Click the
Propagate to disks button. The hard disk(s) of the virtual machine are included in the profile.

= WinZEJEnk b - Virtwal Machine Properties

Hardware | Options | Resources PWFIB‘EIWI Virtual Maching Version: B

Profile | Summary [ Home Wi Storage Profile

Wi Starage Profiles | This b ¥M sborags peolie apphas to the virtusl madhine
corifiguration Files.
[Gold-Profile =

Propagate to disks
WM storage profiles for virtual disks
Seback & virtual disk and spply & separate VM storags profie to it
Disk: | %M Storage Profie |
Hard disk 1 Gold-Profiy
Click OK.
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Check Whether the Virtual Machine Is Running on “Compliant” Storage
In the VM Summary tab, click the Refresh button in the VM Storage Profiles window.

¥+ Storage Profiles

Fefresh
W Shorage Profiles:

Frofiles Complanoe:

Now we have a datastore with the user-defined storage capability called Gold. We also have a VM Storage
Profile called Gold-Profile with the same capability, and now we have a virtual machine with that profile
attached. However, because the virtual machine currently resides on a datastore without that storage capability,
the virtual machine is deemed noncompliant; that is, it is not on a datastore with the necessary storage
capabilities. The following is what is reported when we refresh the VM Storage Profiles window:

Wi Storage Profiles

Refrazh
¥ Storage Profiles:  Gold-Profile

Profiles Compliance: € Norgormplsnt [6/1/2011 2:13:17 PM)

Further details about the reason for noncompliance can be found back in the VM Storage Profiles view. Select
the Gold-Profile and then the Virtual Machines tab. Because we have only one virtual machine, the display will
be short:

B [ WM Storage Profiles

i Gokd-Profie
Name | Compliance Status | Last Checked | Comphance Falure
WInZE3IEnE_s64
1 wmbome 4 HMoncompliart S0 20 BT PM Capability mismatch
= Hard disk 1 4 Moncompliane &f112011 211317 PM Capability mismatch

There are two entries displayed here. One entry is for the virtual machine’s configuration files and the other one
is for the virtual machine’s hard disk.

Bring a Virtual Machine into Compliance

To bring this virtual machine into VM Storage Profile compliance, you must migrate it to a datastore that has the
correct storage capabilities. The easiest way to do this is via Storage vMotion, which will enable you to migrate a
running virtual machine from one datastore to another.

To initiate a Storage vMotion instance, select the virtual machine from the Hosts and Clusters view. In the
Summary tab, select the Migrate option in the Commands window:

Commands

B Shet Down Guest
il Suspend

ﬁ Reskart Guest
@- Edit Settings

E Cinen Corsale

aﬂ Claree bo Mesw Virbual Machine
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When the Select Migration Type window appears, choose the option to Change datastore:

Select Migration Type
‘Charege the wirtual machine's host, datastors or both,

Select Migration Type
Storage " Change host
Ready to Complete Mowve the: virbual machine to another hast,

" Change datastore
Monve the: virtual machine's storage bo another datastare,

" Change both host and datastore

Morve the virbual machine to another host and move its storage to another datastore,
/iy The virtual machine must be powered off to change the YM's host and dakastore.

VM Storage Profiles are integrated into the migration wizard. On the next screen, select the destination storage.
VM Storage Profiles are used to ensure that only those datastores that contain the storage capabilities as defined in
the storage are presented as Compatible. In this example, only datastore VSADs-0 has the Gold-Profile:

w2 Migrate Yirtual Machine
Storage
‘Sedack the destination storage for this virbual machine migraton,
I r T Salect & virtual disk fiormat:
Storage [sml‘rxmx & Source 3
Ready to Complete Select a destination storage For the virtual machine fies:
Wi Shorage Profile: |Dnmtmmgelheprdies j
Hame | Drive Type | Capacity | Provisiored | Free | Type | Thin Provisioring |
Compatible
W5ADs-0 Urnikncwan 262.85GB 1B7.0TME 26267 GB MFS Supported |
Incompatible
i local-350-15 Mon-350 546,75 GB S™.7S GB 12.00G8 WMFSS Supported
H vsaDs-1 Uniknann 262,85 GB 20.18GE 242.66 3B MFS Supparted
H vsaos2 Uniknaowan 262,85 GB B.18 GB 254.67 GBS Supparted

Because this virtual machine already has a VM Storage Profile called Gold-Profile associated with it, the Do not
change the profiles option is identical to selecting Gold-Profile from the pull-down menu. This is also identical
to the Storage window one would see during the initial creation of a virtual machine, so the correct Compatible
storage can be chosen for the virtual machine right from the start.

By choosing the compatible datastore from the list, when our migration completes we will know that the virtual
machine will reside on a datastore that has the same storage capabilities as those defined in the VM Storage
Profile, that is, Gold.

Click Next and Finish to start the migration. Observe the status of the Storage vMotion via the Recent Tasks view:

Recent Tasks

Nlame | Target | Status | Detaiks | Inkisted by | wCenter Server | Requested Start Ti... — | Staet Time | Completed Time
%] Relocate vitus machi..,  (§ WRZKEM_gd  27% B ) Migratng k... PMUAdminist... (G pmipodldeve E172011 2:50:03 PM 6f1j2011 2:50:03 PH
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After the virtual machine has completed migrating to the new Compliant datastore, Refresh the Storage
Profiles window of the virtual machine again to check whether it is in compliance. It should be compliant
this time.

¥+ Storage Profiles

Refradh
Wil Storage Profiles:  Gold-Profile

Profies Comphance: @ Compliant (6/1/2011 6:58:48 PM)

As a final step, again use the VM Storage Profiles view. As before, select the Gold-Profile and then the Virtual
Machines tab to see the compliance state of your virtual machine. You will probably need to click the Check
Compliance Now button, located in the upper right-hand corner of the screen:

Check Comphance Mo

After you have run the compliance check, the virtual machine’s configuration files and disk should both be in
compliance:

Fle Edt View Inventory Administration Plgdns Help

ﬁ |E3 Home b SR Management b G WM Storsge Profles b oSl pmbpedi3-ve.peiiocal

[T Create vM Storage Profle [ Ede M Storage Profie 77 Delete VM Storage Profile [ Manage Ttorage Capshities [ Enabie WM Storage Profiles

B [ ¥ Storage Profiles
i | Gold-Profie Getting Farted | Summary

Hame | Compliance Status | Last Checked | Compiiance Failre
WinZKIEnt _n64

& v bame &  Complisrt 6f2f2011 11:39:57 AM

=3 Hard disk 1 & Complant BIZI2011 1135057 AM

This completes the Profile-Driven Storage evaluation steps.

Evaluating Storage 1I/0 Control

Introduction

Storage 1/0O Control enables cluster-wide control of disk resources, which prevents a single virtual machine from
monopolizing all the 1/0 to a particular datastore. In this part of the evaluation guide, we will see how one can
tune the IOPS that a particular virtual machine can generate to a shared datastore.

Priority is established using shares, although specific limits based on IOPS can also be implemented. In this part
of the storage evaluation guide, we will examine the features of SIOC and how they can assist you in ensuring
“fairness” across all your virtual machines from an 1/0 perspective.

Create a Virtual Machine on a Datastore

To look at the performance of the SIOC, we will deploy two virtual machines to the datastores in your
environment. We must deploy the virtual machines on different ESXi 5.0 hosts. In this example, virtual machines
running Microsoft Windows 2003 x64 as the guest OS are deployed. These virtual machines have two disks. One
(the boot disk) is on one NFS datastore; the other (the data disk) is on another NFS datastore. The data disk of
each virtual machine is placed on the same datastore.

The ability to use SIOC on NFS datastores is a new feature of vSphere 5.0. lometer (http://www.iometer.org) has
also been installed onto the guest OS of each virtual machine, so that a certain amount of /O load can be driven
to the virtual machine’s data disk.
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3 WinZ2K3Ent b4 - Yirtual Machine Properties

™ Shimw &l Devices Add. | R |
W Memory 2048 ME

i cpus 1

widen card Video cand

1 ¥MCT device Restriched

{3 5051 conkroller 0 L1 Logic Paralel

3 Hard disk 1 Wirtwal Disk. |
= Hard disk 2 irbual Dusk,

By COfoVD drive | COND drive 1

B Network adapter | WM Metark

& Floppy drive 1 Floppy drive |

irbual Machine Yersion: 3

Disk. File
[[¥SADS-0] WinZx 3 ebAWinaX sErk oo veke
Disk Prosssioning
Type: Thick Provision
Frovisioned Size: o = x|
Maxirim Size (G8): HEeF
— Wirbuad Dievioe Mode
|55t (000} Hard disk 1 =]

|—I' Tndarendert

Disk 2: Data Disk - resides on second NFS datastore. This must be the same for both virtual machines.

oo WinZE3Ent _xh4 - Virtual Machine Properties

Wirtual Machine Yersion: 8

— Ditsk File
I Show &l Devices Ak, | Remave | [VSAD-2] WinEK ot A WK s oA Lk
MR Memary 2048 Mg ‘?kprﬂfmw S
[ crus 1 Lot Pravision
C video card Video card Pronvisioned Size: | IGB j
S scstom e Masimum Sze (G8): 26267
(O 5C3 controler 0 151 Lagic Paralel
=T .
= 2
Bl CDiOVD drive 1 CDITAD drive 1 [5c3t (0:1) Hard disk 2 =
B Network adapher 1 WM Blebypork
J1  Flrores dries 1 Elarines deive | [ Made |

Generate 1/0 to the Datastore from the Virtual Machine
Power up both virtual machines, and open a console to each of them. On the desktop of each one, there is an
lometer icon. We will use lometer to generate I/O to the shared datastore. Launch lometer. Select the virtual

machine from the Topology view. Then select the Disk Targets tab. Finally, select the disk on the second NFS
datastore. In this example, it is the E: New Volume drive.

|o Tometer

JJ 0

PRSI

Dick Torgots | Network Taigets | Access Speciications | Resuts Displey | Test Seg |

ﬂ'\ Al Managers {Lau
) S WINZKEENT 354 oot

SIS £ Hev ohume,

Mairnum Disk Size

u Seectors

Starting Disk Sector—————
[

Zl|
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Next, select the Access Specifications tab. This will show that we are doing 4K I/Os, 75% Read, 0% random
(sequential) operation.

Divk Targets | Network Targets Access Speciications | Riesuks Display | Test Setup |

Assigned Access Speciications: Glabal Access Speciications
L]
5128: 100% Read: 0% randor Edt
Edi Copy

Ide = e
5128: 75% Read: 0 random
5128; 50% Flead, 0% rardorn
5128: 25% Flead 0% tandem Delete

[E 7% AMansgers -
| ﬂvﬂnx:{urm . J= |
5 : : %
5 " .
5 " «
<< Add l B ik 752 Fled. 0% random

4K 25% Read: 0% random
168 100 Blasd- 07 carcioe

Defaut

4K 0% Read: 00X random

Finally, select the Results Display tab. You should see that the Update Frequency is set to 2 seconds. Click the
green flag icon to start the I/O. Save the results file to the default location. In the Results Display tab, you can
now begin to see IOPS and latency information being updated every 2 seconds.

Sl

JJ_IJJE L]

Dick Tongets | Metwork Targets | Aceess Speciicatons  Renuts Display | Test Setnp |

_f\AIM—x Resuks Snce | | Updale Frequency [seconds)

1o ) WINZKIENT 54 Goopuponodsaien | € SatoTest) | =/ ———————
tothe progress bar of your cheics. | © LastUpdatle | {2 3 4 5 10 15 30 45 B w0
el
Al M. B71.41 1000

Teeiend | |
AM 282 0

Total MEs per Second ﬂ 2]
A Manager: 14865 10

Average 10 Respense Tres (uct | [ |
Alm 28184 100

st 10 Ressonss Tro o) | NN |
Al Manager: 0 0x

% CPU Uniization (totsl) J
Al Manager: o 10

Tosbnabom | e

o 12
[ Funtofl ﬂ

A better view can be seen by clicking the arrows [>] at the end of the lometer display screen. Tune the display
using the Range value in the lower left-hand corner.

e — S
fometer 2006.07.27

701.82
All Managers - Total 'Os per Second
ST:TM per Second [ et Eoniols
JoaUGipmseond |
Newt> Slop

Rlange [1000 I Show Teace

Repeat these steps using the same configuration setup (4K 1/0s, 75% Read, 0% Random) on the other virtual
machine on the other ESXi server. Leave lometer running on both virtual machines. /0 is now being generated
to the same shared datastore from two virtual machines on two different ESXi hosts.

The I/O on the first virtual machine should start to gradually decrease because there is now additional
contention on the shared datastore. This is normal.

Now we can start to look at the Storage I/0 Control feature.
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Enable Storage 1/0 Control

Now that both virtual machines, from different ESXi 5.0 hosts, are generating 1/0 to the same shared datastore,
we can enable SIOC on that datastore. This will allow us to manage which virtual machine’s I/O gets priority on
the datastore.

In the VMware vSphere® Client™, select Home. In the Inventory, select Datastores and Datastore Clusters.
Next, select the shared datastore to which the virtual machines are issuing I/O. In the Configuration tab, in the
upper part of the display, you will see details on which ESXi 5.0 hosts are using the datastore. In this case, there
are three ESXi hosts that have this NFS datastore mounted:

WSADs-2

Gatting Started  Summary | Wrtusl Machines | Hosts | Pesformance e i TEN N Tatks BEverts | Alarms | Permissions | Starage Views

The following hasts are connected ko this datastare (select a hast from the list to view the details):

Harme | Datastore | Stae | Status | % CPU | Memory Stz | CPU Count | NIC Court | Uptime
u £:03-h380-15. prn. loc sl Maunted Connected 1, Wsrring 2456573 MB 2 4+ 12dsys
@ ws02h380-14.pml.local Mounted Connected & MNormal 24565, 73 MB 2 & 12 days
3 wo0zhzso-16pnllecal  Mounted Connected A, warming 24565.73 MB z 4 12 days

In the lower half of the display, details regarding the actual configuration of the datastore are shown:

Datastore Details

YSADS-Z FETESGE  Capadty
Server: 10.20.19&,.119
Folder:  fexportsIbbT04 S-S EdE-4al L -a T 3d00bAE3E0 Ggck W Ussd

25467 GB [0 Fres
Refrash Storage Capabiites
Syshanm Suorage Capabiity: MR
User-defined Storage Capabiity: Nja

Storage 10 Control
Disabiled

Storage 1/O Control is currently disabled. To enable it, click on the Properties link, located to the right of the
Datastore Details box. This will open the datastore Properties window. On the left side of the window is a
checkbox for Storage 1/0 Control. Click Enabled and then Close the Properties box.

1 YRADE-2 Propertics

— Storage [H0 Control
[ Enabied

— Edit Congastion Threshold

Congestion Threshakd: | 30 me il

/4, Setting improper congestion threshald vahses might be
detrimertal to the pesformance of the datastore.

(o= ] |

Immediately, a new task is launched to enable Storage 1/0 Control. If you want to modify the congestion
threshold (that is, the latency value at which SIOC is activated), click the Advanced button. We will not be
modifying this value during this exercise, but you can verify that the current threshold is 30ms. This means that
if cluster-wide I/O latency to this datastore exceeds 30ms, SIOC will commence.

However, our latency value for I/O driven by lometer is very low, typically 2-3ms, well below the 30ms threshold
that exists by default to trigger SIOC.

We will next modify the lometer configuration to generate a much larger number of I/0s.This will also cause the
I/0O latency value to rise above the SIOC trigger value of 30ms.
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Monitoring the Effect of Limiting IOPS

To see the effect of SIOC’s being used to limit IOPS, we must first do some configuration steps on the virtual
machine resources. In the vSphere Client, go to Home. From Inventory, select Hosts and Clusters. Click the first
Windows 2003 virtual machine. In the Summary tab, click Edit Settings.

5 Win2K 3Ent_w64_2 - Wirtual Machine Properties

m|mm|m] Virtusl Machine Version: 8
PMemory Canfiguration

I show Al Devicas | REmove |
1011 GBrrd  panery Givs: I ?E: I(ﬂ ‘I

et E— 51z Bl Mo recorrenanced For tis

K Memory LAY, | sscsl] @ ouestos: 1011 GB.

[ crs ! ) e ced For be

VLTI e CETETa or bast

B video card Wideo card 128@BH 4 peformance: 24564 MB.

5 YT devica Restricted &4 GBI Default racommendsd For this

Q551 controller 0 L5E Logi: Parael < guest O5: | GB.

= Herddskl Wirtual Cisk i CB—‘ Mirimum recomenended For this

= Harddsk2 Wirkual Disk ecal] ¥ guestosisizme.

By oD dive CDJOND drive 1

BB Hebwark adapter 1 WM Network sy

& Flopoy driva 1 Flappy drive 1 s

Settings Summary Reesource Alocation

! ! Select a virtual hard disk from the st below and click the Shares
b oMz field to charwe its vahue.
Mamory 0 ME
Disk. Hormal [] [Joex | Sheres | Shares Vakie | Limk - 10P |
Achvanced CPU HT Sharing: Any Hard disk.... Mormal Loog Urdimited
Bdvanced Memary MUMA Nodes: 2 Hard disk... Normal Lo Urlimited

The Hard disk 2 entry is the disk on the shared datastore that has SIOC enabled. The Shares value is set to
Normal and the Limit - IOPS value is set to Unlimited. The settings are identical on the other virtual machine.
This means that even if SIOC did trigger on this shared datastore, the two virtual machines would get equal
priority when it came to I/O to the datastore.

We will now look at SIOC’s enforcing of the IOPS limit. Check back to the vSphere Client Performance tab or the
virtual machine’s lometer results to see the number of IOPS currently being generated. The value in this exercise
is approximately 500-600 IOPS.

=101 %
Disk Taigets | Network Taigels | Access Specifications Hmm|1w5m|
W - - Resuks Since- Umfmlm]
= B b4 = Stat of Test —;
Immlanmlngwmdaw P A T T R T R
2 worker 1 to the progiess bar cf yourchois. | LastlUpdale| | 1 2 3 4 5 10 15 30 45 B0
- Display
A0l Manageis 1000
| _ 2
2% 10
Total M per Second |ﬂ [Z]
AllManagers 16542 10
Average 170 Fesporse Tive (vs) | [ j
AW Eodi]
HmmlﬂﬁmeMIk J
s
tery st | S =5l
All Managers L] 10
Total Ence Court I B
Fun of 1 7|
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For the first virtual machine, modify the Resource Allocation entry for Disk and set the Limit - IOPS to 100.
Simply select the Unlimited value and type 100 into the Limit - IOPS field. Click OK.

e T P e ——

Now click the first virtual machine’s console and monitor lometer’s Total 1I/Os per Second. You will see a very
gradual decrease in the IOPS being generated by this virtual machine.

Conversely, if you monitor the second virtual machine’s console and watch the lometer display for IOPS, you
should observe a gradual increase in the IOPS.

These are very gradual decreases and increases in IOPS in each of the virtual machines over a long period of
time. They do not immediately limit the IOPS, because this could have an adverse effect on any running
applications.

Take a few moments to observe this operation before continuing with the next part of the evaluation.

Monitoring the Effects of Shares

After monitoring the IOPS’ reducing on the first virtual machine and increasing on the second virtual machine,
stop lometer and change the Limit - IOPS value from 100 back to Unlimited. Restart lometer and enable the
IOPS’ returning to a very similar value on both virtual machines.

Next, to see the effect of shares on the 1/0, modify the shares value on one of the virtual machines to be High
(2000) rather than the default Shares value of Normal (1000). Because the I/0 value is not causing any latency
issues, this won't have any effect on the I/O of your virtual machines. (If you are observing changes in the IOPS,
this might be due to the last exercise.)

*H WINZK3Ent_xE4_2 - Yirtual Machine Properties

Sehtings Summary Resource Allocation

! ! Select a virtwal hand disk from the kst below and dick the Shares
U Mz field ko change ibs valus,
Memery 0MB
Disk Normal | Disk | Shares | sharesVale | Limk - 10Ps |
Advanced CRU HT Sharing: Any Hard disk.... Normal 1000 Urlimited
Advanced Memory NUMA Nodes: 2 Hard disk.... High 2000 Uriimited

Next, we will modify the lometer settings. We will set the value for outstanding 1/O to be 64. This should mean
that the latency value for I/Os becomes high enough (greater than 30ms) to trigger congestion. This should also
mean that SIOC will consider the virtual machine with 1000 shares to have a lower priority than the virtual
machine with 2000 shares regarding the scheduling of 1/0.
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Open the console to the first virtual machine. Launch lometer. Open lometer configuration file iometer.icf.
On the main Disk Targets tab, change the # of Outstanding 1/Os per target from 1to 64. Restart the I/0 by
clicking the green flag icon.

=
J_IQGI-% Alo(g] s 2w ¢
Disk Taugets | Network Taugets | Access Speciications | Resubs Display | Test Seup |
= E§ Al Vanagers iaeee————
o] ) WINZKZENT 58 ;gtue»\fow I‘;ﬂﬂs”
& i Sechals
Stasting Diek Seclr————
[ |
# of Outstanding 10z
[F pertage
Test Cormaction R ate:
[l —
4 {3
I [ JFun L of 1 ﬂ

Repeat this on the other virtual machine. Go to the Results Display tab and click the green flag icon to start 1/0.
The latency value will now increase with both virtual machines on two separate ESXi hosts driving 1/0. Latency
in this example is now in the 30-40ms range, but this might be different in your case. It doesn’t matter. The
point is to go above the latency threshold defined in SIOC.
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SENE =TI RN ECL 1R
Topobay Disk Taigets | Network Taigets | Access Speciications Resubs Display | Test Setup |
[E 0 Alonegers [ : e e
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] 0
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Again, there will be a gradual movement towards the prioritizing of shares. You should observe a gradual
increase in the IOPS for the virtual machine with 2000 shares and a gradual decrease in IOPS for the virtual
machine with 1000 shares. Take a few moments to observe these changes. This completes the evaluation of
Storage 1/0 Control.
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Summary

VMware vSphere 5.0 adds many new storage features to an already rich set of capabilities supported in
vSphere 4.1. It reduces complexity while providing greater scalability. Virtual machine provisioning historically
has imposed operational challenges. Monitoring and manually balancing workloads, or provisioning virtual
machines based on /O capacity and space utilization, have proven to be very difficult and have often been
neglected, leading to hot spots and over- or underutilized datastores. vSphere Storage DRS provides smart
virtual machine placement and load balancing mechanisms based on I/0 and space capacity. VM Storage
Profiles can be used during the provisioning of virtual machines and disks, enabling placement based on the
requirements of the virtual machines and the offered storage tiers. These features result in a decrease in the
operational effort associated with the provisioning and monitoring of virtual machines and storage environments.
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