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About This Guide

The purpose of the VMware vSphere 5.0 Evaluation Guide, Volume Four - Auto Deploy, is to support
a self-guided, hands-on evaluation of VMware vSphere® 5.0 Auto Deploy capabilities.

This guide covers evaluation cases that are suitable for IT professionals who have a very solid understanding
of VMware vSphere® 5.0 (“vSphere”) and are looking to automate the deployment and updating of
VMware ESXi™ hosts.

System Requirements

Hardware Requirements
This guide makes the following assumptions about your existing physical infrastructure:

Servers

You have at least one dedicated host configured for a PXE boot and capable of running ESXi 5.0 to provide
resources for this evaluation.! For this evaluation guide, the host is expected to be configured by Auto Deploy to
join to an existing vSphere cluster to show the full capabilities of Auto Deploy. If you choose not to deploy into a
cluster, you can use a single host.

Storage

Auto Deploy loads the ESXi operating system (OS) to host memory. This means the ESXi host has no specific
local storage requirement. For the purposes of this evaluation guide, it will be assumed that the ESXi scratch
partition will be placed in memory. The user can configure alternate persistent storage for scratch when
configuring Auto Deploy for production use.

The VMware vSphere Evaluation Guide, Volume Four, deploys a new host into an existing vSphere 5.0 cluster.
This means that the new host that will be provisioned by Auto Deploy must have access to shared storage used
by other members of the cluster.

Networking

Each host has three virtual networks configured to separate virtual machine traffic, VMware vSphere® vMotion®,
and vSphere management. For this evaluation guide, two separate vSphere standard switches are configured to
segregate traffic. Your actual configuration may vary depending on your network needs.

The host used to test Auto Deploy must have network access on the same broadcast domain as the DHCP and
TFTP servers to support PXE booting. The host being tested will also require access to the Auto Deploy and
vCenter servers.

1. These servers must be on the VMware vSphere 5.0 Hardware Compatibility List (HCL).

TECHNICAL WHITE PAPER / 4



VMware vSphere 5.0 Evaluation Guide -
Volume Four

For more detailed requirements see the following table:

HARDWARE MINIMUM WHAT’S USED IN
THIS GUIDE
ESXi 1ESXi host 4 ESXi servers (Cisco UCS 1.3.1)
CPU - 2 processors of 2GHz CPU - 2 quad-core Nehalem
Memory - 2GB processors at 2.6GHz
Network - 1x 1GB network Memory - 48GB
adaptor Network - 4 x 1I0GB network
adaptors
Storage As needed to support virtual 3 datastores (Fibre Channel -
machines for testing cluster 100GB each)
functionality
Network 1VLAN for carrying VM traffic; 1 1VLAN for carrying VM traffic; 1
VLAN for carrying management VLAN for carrying management
traffic; 1 VLAN for vMotion traffic traffic; 1 VLAN for vMotion traffic

Software and Licensing Requirements
This guide makes the following assumptions about your existing software infrastructure:

VMware vSphere

This volume of the VMware vSphere 5.0 Evaluation Guide requires vSphere 5.0 and licensing for Enterprise Plus.
The vSphere 5.0 evaluation license, available from the VMware evaluation portal, provides Enterprise Plus
functionality for 60 days.

Guest Operating Systems
This volume of the VMware vSphere 5.0 Evaluation Guide makes no specific requirements on guest
operating systems.

Evaluation Guide Environment Setup

Evaluators must configure hosts, networking, and storage according to the following paragraphs in order to
carry out the exercises in this volume of the evaluation guide.

Management Cluster Configuration

The environment for VMware vSphere 5.0 Evaluation Guide, Volume Four, is configured to use a separate
management cluster. This pair of ESXi hosts is home for virtual machines hosting various management
components. These include the VMware vCenter Server Appliance (VCSA), a DHCP server, TFETP server and

the Auto Deploy server. It is expected that in most environments the PXE infrastructure, consisting of the DHCP
and TFTP servers, already exists, and that the evaluator will simply configure the correct parameters to support
Auto Deploy.

The Auto Deploy components can be installed on a Windows server (including a Windows server hosting
VMware vCenter Server™) or as a part of the VCSA. The following picture shows Auto Deploy installed on a
standalone Windows virtual machine. See the following installation details for more information on configuring
Auto Deploy.

ESXi Host Configuration

The VMware vSphere 5.0 Evaluation Guide, Volume Four, uses a total of four server class systems with adequate
processors and memory to run ESXi and several minimally configured virtual machines. The servers used for this
evaluation do not need to be overly powerful, just reliable, and they must be on the VMware vSphere 5.0
Hardware Compatibility List (HCL).
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Each server must have at least 1x 1GB or 1 x T0GB network adaptor. The following diagram summarizes the
evaluation guide test-bed configuration.

vCenter Server Appliance

DHCF Server
TFTP Server

e — Auto Deploy Server
Virtual

Appliance
= EE B8

Management cluster Shared storage as needed
to support virtual machines

Administrator workstation |
with PowerCLI and Image
Builder packages

Management network

+—————— Auto Deployed host needs

3x ESXi 5.0 hosts

access to virtial machine storage

Auto Deploy host
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Logical Network Setup

The VMware vSphere 5.0 Evaluation Guide, Volume Four, uses a very simple network configuration consisting of
three logical networks. The first is for vSphere management traffic. (The management network is also used
when a host powers up to connect with the PXE infrastructure to get its boot information.) The second is for
vMotion, and the third is for virtual machine traffic. Each logical network is configured as a port group on a
standard switch, with a corresponding VLAN configured to provide physical isolation of the network traffic.

vSwitchO -~IOHPSTTT
Name/VLAN

VMKO: Management network
VLAN 2902 (Management)

vmnicO

ads17avmworld.com
vmnic2

Virtual machine network
VLAN 2908 (VM)

VMKT: VMotionO1
VLAN 2904 (vMotion)

vmnic3

vSwitchl
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On the vSphere side, the network configuration matches the following figure.

Surmmary Virtual Machines ' Performance e NEWGG W Tasks & Events  Alams  Pa
Hardware View: [aphere Standard Sukch vaphere Distrbuted Swkch
Processars Networking Add Metworking...  Properties.,
Memary
Skorage .
5 Standard Switch: vSwitch0 Remove... Properties...
v Metworking
Storage Adapters WMkemel Port Phyysical &dapters
ol g  Ad pt [ Management Network e. BB vonicd 1000 Ful 53
e wmk0 : 10,91,243.232 B8 vonicz 1000 Full G4
Advanced Settings
Power Management
Standard Switch: vSwitchl Remove... Properties...
Sl Virtual Machine Port Group Physical Adapters
Licensed Features 5 WM Network e B8 vmnicl 1000 Ful | G2
Tirne Configuration WLAM ID: 2908 B3 vmnic3 1000 Ful 3
DMS and Routing \-'Mk_emel Port
Authentication Services 1 |¥MiotionO1 g
wmkl : 10,91.244.101 | YLAN ID: 2904

Power Managernent

Virtual Machine Startup)Shutdown
Virtual Machine Swapfile Location
Security Profile

Host Cache Configuration

System Resource Allocation
Agent WM Settings

Storage Setup

This volume of the VMware vSphere 5.0 Evaluation Guide does not have any specific storage requirements, other
than what the evaluator must have for creating one or more simple virtual machines to test moving them to the
newly deployed ESXi host.

Virtual Machine Setup

This volume of the VMware vSphere 5.0 Evaluation Guide uses several virtual machines to allow the movement
of virtual machines to the newly deployed host. The actual virtual machines used are left to the evaluator. The
following diagram shows the virtual machines, configured in the technical marketing test lab, that were used in
building this section of the evaluation guide:

wilwcvald - vSphere Client

File Edit Miew Inventory Administration Pleg-ine Help
ﬁ ﬁ E} Home [ rﬁ'lj Inventory P 3 Hosts and Clusters
0y @B @GR e P @

= [l DC1-CLust | peo1-gaos
[ adsi7avmworld,com
[ adsi7b.ymworld.com ST Fesource Allocation | Performan
[ adsi7c.vmwarld.com
(f3 APPOL-DEVDL General
3 APPOL-DEVDZ Guest 05 Movell SUISE Linux En
@ APPO1-PRODOL WM Yersion: g
@ APPO1-PRODOZ P 4 wiZPU
@ APPO1-PRODOS MEmnory: 2048 MB
@ APPO1-0A01 Memory Owverhead; 92,39 ME
3 APPO2-PRODO1
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Evaluating Auto Deploy

Introduction

Auto Deploy can provision hundreds of physical hosts with ESXi software. You can specify the image to
deploy and the hosts to provision with the image. Optionally, you can also specify a host profile to apply and a
vCenter Server location (folder or cluster).

When a physical host that is configured for Auto Deploy is powered on, Auto Deploy utilizes a PXE boot
infrastructure in conjunction with vSphere ESXi™ Image Builder CLI and vCenter Server host profiles to
automatically provision and customize that host. No host-state information is stored on the host itself. Instead,
the vCenter Server manages state information for each hosts.

vCenter Server

Image
Profile - Host Profile

Image profile
Host Profile
cache

“Waiter”

OEM VIBs Cluster A Cluster B

_J

Figure 1. Auto Deploy Overview

Auto Deploy Requirements
The following components are required for Auto Deploy:

» PXE boot infrastructure (DHCP/TFTP)

* VMware vSphere® PowerCLI 5.0

« ESXiinstallation image (from Image Builder CLI)
» vCenter Server 5.0

The following components are optional:

» vCenter cluster
» Host profile
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Preparation Tasks

Prior to beginning your evaluation of Auto Deploy 5.0, you must configure the PXE boot infrastructure, install
vSphere PowerCLI, and create an image profile using Image Builder CLI. In addition, you may optionally choose
to create a vSphere folder or cluster in vCenter and set up a host profile to be used to configure the ESXi hosts.

Set Up the PXE Boot Infrastructure
Auto Deploy uses a PXE to network boot ESXi hosts. The PXE requires a DHCP and TFTP server.

TFTP Server
Auto Deploy can utilize any standard TFTP infrastructure. You will need to copy the Auto Deploy gPXE boot files
from your vCenter server into the TFTP home directory (the steps to do this are discussed later).

The following example shows the contents of the TETP home directory on a Linux server that has been
configured for Auto Deploy:

vcval8: /tftpboot # 1s —al
total 508

drwxr-xr-x 2 root root 4096 Jun 14 20:46 .

drwxr—-xr-x 24 root root 4096 Jun 14 19:01 ..

—-rw—-r—r—— 1 root root 75584 May 15 ©3:39 snponly32.efi

—-rw—r—r—— 1 root root 75616 May 15 ©3:39 snponly32.efi.vmw—hardwired
—rw—-r——r—— 1 root root 91840 May 15 ©3:39 snponly64.efi

—-rw—r—r—— 1 root root 9184@ May 15 ©3:39 snponly64.efi.vmw—hardwired
—rw—r—r—— 1 root root 108 May 25 ©5:19 tramp

—-rw—-r—r—— 1 root root 68298 May 15 ©3:39 undionly.kpxe

—rw—-r——r—-— 1 root root 68330 May 15 ©3:39 undionly.kpxe.vmw—hardwired

Figure 2. TFTP Home Directory Contents - Linux

DHCP Server

Any DHCP server can be used. Ensure that the DHCP server is configured both to provide an IP address and to
update the DNS, to include setting up reverse pointer records. It is recommended that you use static IP
reservations for Auto Deploy hosts, because this will facilitate IP address tracking and troubleshooting. Within
the DHCP configuration, you must set the Boot Server (DHCP option 66) to the IP address of your TFTP server
and the Bootfile Name (DHCP option 67) to the file name of the gPXE boot file - undionly.kpxe.vmw-hardwired
(this file is included in the files copied from the vCenter to the TFTP server).

The following example shows the DHCP settings for a windows DHCP server (version 5.2):

L. IP address Managment

dh File  Action  Yiew  Window  Help
= |8HE DR 2 m &

[__] 1P Address Management Scope Options

=B DHCP -
i % % core-ado1b, vy Option Mame Wendor Walue
=] Scope [10.9 003 Router Standard 10.91,243,253
I () Address &l D06 DS Servers Standard 10.91.245,129, 10,91,245,130
(D Address %DIS DMS Domain Manme Standard wrnworld, com
EE Reserva 066 Book Server Host Mame Standard 10,91.243,185
Scope O 067 Bookfile Mame Standard undionly. kpxe . wrmw-hardwired
D Scope [10.9 @DD‘I Tirne Server Standard 10,91.245,129, 10,91.245.130
l:l Scope [10.9 @ 042 MTP Servers Standard 10.91.245.129, 10.91.245.130
-7 Srone 10,9

Figure 3. DHCP Server Configuration
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Install vSphere PowerCLI

The Auto Deploy user interface is based on vSphere PowerCLI. Download and install the vSphere 5.0 PowerCLI
on your administrator workstation from www.vmware.com. You can use the same vSphere 5.0 PowerCLI
installation that is used with Image Builder CLI. Refer to the “vSphere PowerCLI by Example” section of the
VMware vSphere 5.0 Evaluation Guide, Volume One, for information on installing vSphere PowerCLI.

Create an ESXi Image Profile

Use Image Builder CLI to prepare the ESXi image profiles used with Auto Deploy. Refer to the “PowerCLI by
Example” section of the VMware vSphere 5.0 Evaluation Guide, Volume One, for information on how to install
and configure Image Builder CLI and how to create image profiles. With Auto Deploy, you can choose to use the
default image profiles provided with the 5.0 offline bundle, or you can choose to create your own image profile.
Multiple image profiles can be created and maintained, enabling you to use different images for the different
types of servers used in your datacenter.

Choose a Destination vCenter Folder or Cluster

When Auto Deploy adds an ESXi host to vCenter, you can optionally specify a target folder or cluster to
which to add the host. Multiple folders/clusters can be created in vCenter to which Auto Deploy can assign
different servers.

Choose a vCenter Host Profile

By default, when an Auto Deploy host is added to vCenter, it will be placed into maintenance mode until the
administrator manually finishes the host configuration. You can automate the host configuration by assigning a
host profile to be applied to the host after it has been provisioned using Auto Deploy. If you would like ESXi
hosts to be configured as part of the Auto Deploy process, then ensure that a valid host profile has been created
from a reference host matching the configuration of the hosts being auto deployed. Multiple host profiles can be
created in vCenter and assigned to account for the various hardware profiles in your environment.

Install the Auto Deploy Server

Complete the following steps to install the Auto Deploy server, and register it with vCenter Server. The actual
installation steps will vary depending on whether you will run Auto Deploy on a Windows server or as part of
the VCSA.

Windows

If you are running vCenter Server on a Windows server, install the Auto Deploy server on a supported Windows
system. For evaluation purposes, you can install the Auto Deploy server on the same system as your vCenter
server. However, for production environments, it is recommended that you install the Auto Deploy server on a
separate system.
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The Auto Deploy Windows Installer is included with the vCenter installation media. From the main installation
menu, choose the option to install the Auto Deploy server.

(= YMware vCenter Installer

vmware

VMware vSphere 5.0

t Installers

yEphere™ Update Manager

iter Support Tools Modify Linked Mode Configuration

M Dump Collector Prerequisites:

Litility

Install

Explore Media  Exit

Figure 4. Auto Deploy Installation

During the installation, you will be prompted to provide the login credentials for your vCenter server. This is
required in order to allow the installer to register the Auto Deploy server and enable the plug-in.

vCenter Server Appliance
The Auto Deploy server also comes bundled with the VCSA. The Auto Deploy plug-in is automatically configured
and registered during the VCSA installation.
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Verify the Auto Deploy Server Installation

After you have installed the Auto Deploy server, or deployed the VCSA, log in to your vSphere Client and verify
that the Auto Deploy plug-in is successfully registered by selecting Plug-ins -> Manage Plug-ins...from
the menu bar. Verify that the Auto Deploy plug-in is listed and is enabled.

Flug-in Mame | Wendor | Yersion | Status | Description
Installed Plug-ins
& YMware wCenter Storage Mon... YMware Inc. 5.0 Enabled Storage Monitoring and
Feporting
& wZenter Hardware Status Wiware, Inc. 5.0 Enabled Displays the hardware skatus of
hosts {CIM rmonitoring)
& v enter Service Status Wiware, Inc. 5.0 Enabled Displays the health status of
wiZenker services
‘ & Auto Deploy VMware, Inc. 5.0.0.... Enabled Supports network-based
deployment of ESX servers.

Figure 5. Auto Deploy Plug-in View

If the Auto Deploy plug-in is not listed or is not enabled, verify that the installation was successful. Refer to the
vSphere Installation and Setup Guide for more information on installing and configuring the Auto Deploy server.

Copy the gPXE Boot Image to Your TFTP Server

During PXE boot, the DHCP server provides the ESXi hosts with the IP address of the TFTP server along with the
gPXE file name (undionly.kpxe.vmw-hardwired). This gPXE boot file needs to be manually copied from
the vCenter server to the TFTP home directory on your TETP server. Use the following steps to copy the gPXE
files to your TFTP server.

NOTE: If you are using the TFTP server provided with the VCSA, you can skip this step, because the gPXE files are
copied to the TFTP home directory during the installation.

From the vCenter home page, click the Auto Deploy icon. From the Auto Deploy screen, click the Download
TFTP Boot Zip link to download the deploy-tftp.zip file, as in the following figure:

wel ¥cwald - vSphere Client

File Edit “iew Inventory Administration Plug-ns Help

ﬁ €y Home b Gl Administration b @ AutoDeploy b ) vcvals

Configuration

BIOS DHCP File Name: undionly kpxe.yvmw-hardwired

EFI DHCP File Name: snponly64.efi.vmw-hardwired

gPXE Boot URL: https://10.91.243.185:6502/vymw/rbd/ tramp
Cache Size: 2.00 GiB

Cache Space In-Use: 132 MiB

Actions

Download TFTP Boot Zip h

Download AutoDeploy Log Files

Figure 6. Download TFTP Boot Zip
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Save the deploy-tftp.zip file, asin Figure 7:

File Download Eq

Do you want to open or save this file?

Ell Mame: deploy-titp.zip
Type: Compressed (zipped) Folder
From: 127.0.0.1

Open | save | |[Caneel ]

harm pour computer. |F pou do ot frust the zournce, do not open or

@ YWhile files from the Intemst can be uzeful, some filez can potentially
zave thiz file. What's the nsk?

Figure 7. Save Boot Zip

Copy the deploy-tftp.zip file to the root directory of your TFTP server and extract the contents. The
following screen shot provides an example of the files that should reside in the TFTP root directory. The
undionly.kpxe.vmw-hardwired file specified as the gPXE file name on the DHCP server is included.

MName = | Size | Tvpe | Date Modified | attributes
[e=] : 0 KE  EFI File 6/14/2011 2:38 PM Y
.efi. wimw-hardwired 90KE VMW-HARDWIRED ... 6/14f2011 Z:38 PM o,
tramp 1KE File 6/14{2011 2:38 PM f
undionly.0 67KE 0 File 6l14f2011 Z:38FPM A
undionly, kpxe 67 KB KPYE File 6/ 14f2011 Z:38 FM A
undionly. kpxe.debug 74 KE DEBUG File 6114f2011 Z:38 PM A
undionly. kpxe, debugrnore 7S KE DEBUGMORE File 6/ 14f2011 Z:38 FM A
undionly. kpxe.wmw-hardwired 67 KB VMW-HARDWIRED ... 6/14f2011 Z:38 PM A

Figure 8. TFTP Home Directory Contents - Windows

Start a vSphere PowerCLI Session

With the PXE boot infrastructure in place, you are ready to configure your Auto Deploy server. The user interface
to Auto Deploy is vSphere PowerCLI. To create the rules used by Auto Deploy, start a vSphere PowerCLI session.
Start vSphere PowerCLI by either double-clicking the VMware vSphere PowerCLI icon on the desktop or
selecting the following:

Start -> Program -> VMware vSphere PowerCLI -> VMware vSphere PowerCLI

Connect your vSphere PowerCLI session to your vCenter server (you may be prompted to enter the vCenter
user name and password) as follows:

PowerCLI C:\> Connect-VIServer <vCenter IP address>
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1] Mot Connected
Welcome to the UMware vSphe
Log in to a vGenter Server or ESX h Connect—-UIServer
To find out what commands are availab Get—-UICommand
To show searchable help for all Power 0 Get—PowerCLIHelp

Once you'wve connected. display all wvirtua hines: Get-UM
If you need more help. it the Power( : unity: Get—-PowerCLICommunity

ight <G> 1998-2811 UMware. w. All rights reserved.

t PG E e here Powe

Figure 9. Auto Deploy vSphere PowerCLI Connect-VIServer Screen

To view the available Auto Deploy cmdlets, run Get-DeployCommand as follows:

PowerCLI C:\> Get-DeployCommand

¥Sphere PowerCLI] Connected to 10.9 .185 as root
PowerCLI C:\>» Get—-DeployCommand

s JRule [-DeployRulel...
mage Prof ile y—E wageProf l ]

—Deplf_\ul’lule [[- N.:l el <5t
Get—DeployRuleSet [ Hct1ue]
Get—UMHostAttributes

New-DeployRule ) luyRule [-Name ]l <Stei.
Remove—-DeplovRule PpluyRule [ DeployRu.
Repair—DeploylmageCa

R

PowerCLI C:N>

Figure 10. vSphere PowerCLI Get-DeployCommand
To get additional help for an individual cmdlet, use the Get-Help cmdlet. See, for example, the following:

PowerCLI C:\> Get-Help Add-DeployRule
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[[-At] <UInt32>]1 [-MoActivatel

=g to the g ™ = set and then activa
e can be ded é cific index with t
added to the d you plan on making
you can pass —Mofictivate" option to a
t after every change.

z an ordered list of » that determines what
2. should be associated with a host. For each t

Figure 11. vSphere PowerCLI Get-Help

Create Auto Deploy Rules

From the vSphere PowerCLI shell you will create the rules to identify the image profile and host profile to use
and where in vCenter to place the auto deployed host. The rules use pattern matching to compare the attributes
of the host being deployed against the predefined rules. There are a number of attributes that can be used. The
following figure shows the list of available attributes that can be used for pattern matching in Auto Deploy.

# Hachine attributes:

* . asset=

# , domain=vnwor ld.con

# , hostnane=ads1?d

% . ipvd=168.91.243.232

« , mac=H0:la:64:f3:10:9a
# . model=IBM eServer BladeCenter HS21 -[8853G3U]1-
]

"

"

"

#

. opnstring=I1BH Diagnostics -[BCYT27AUS]

. oenstring=1BH BaseBoard Managemnent Controller -[BCBTS8R 1-
., oenstring=

. serial=99BCA20

. unid=cAB?67al-716a-bbB1-154e-BA1ab4f 3109

. vendor=I1BM

Figure 12. Machine Attributes

At a minimum, each host needs at least one rule to identify the image profile to install. Additional rules can then
be created to optionally apply host profiles and place the host in vCenter.

Create an Image Profile Rule

Use the following steps to create an image profile rule. Prior to creating an image profile rule, you must have first
created an image profile using vSphere 5.0 Image Builder CLI. Refer to the “Image Builder CLI” section of the
VMware vSphere 5.0 Evaluation Guide, Volume One for steps to do this. Additional information can be found in
the vSphere Installation and Setup Guide.
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Start by listing the available image profiles as follows:

PowerCLI C:\> get-esximageprofile

646—no—tools : Is19-20811 12, .
andard " I 192041 12 ..

Figure 13. get-esximageprofile

In this example, we see the two default profiles included with the ESXi offline bundle provided by VMware.
Identify the image profile to be used for the Auto Deploy host. In this example, we will use the ESXi-5.0.0-
381646-standard image profile.

Next, identify the IP subnet for the hosts that will be deployed using Auto Deploy. In this example, all the ESXI
hosts are on the 10.91.243.0 subnet.

With the image profile and IP subnet, we can create an Auto Deploy rule to assign the image profile ESXi-
5.0.0-381646-standard to any hosts that boot on the 10.91.243.0 IP subnet.

PowerCLI C:\> New-DeployRule —Name “AssignImageRule” —Item “ESXi-5.0.0-381646-
standard” —Pattern “ipv4=10.91.243.1-10.91.243.254"

27 [vSphere Powprl:LI] Connected to 10.91.243.185 as root

VESKi5.0.9-381646 sty

B.91. 3.1—18.91.243.254}
ItemList 8.6 31646 —standard>

Figure 14. New-DeployRule - Assign Image Profile

After Auto Deploy rules are created, they must be activated. This is done by moving the rule into the active rule
set with the Add-DeployRule cmdlet.

PowerCLI C:\> Add-DeployRule AssignImageRule

1] Connected to 10.91.243.185 as
dd-DeployRule Assignim

ImageRule
1@.91.243_1, ipud=1 1.243 355>
5.8.8- 381646—“tanﬁqr

Figure 15. Add-DeployRule - Activate Image Profile Rule
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Create a vCenter Folder/Cluster Rule

As mentioned earlier, Auto Deploy can optionally place the ESXi host into a vCenter folder or cluster. Follow
these steps to create a rule to place a host in a vCenter cluster:

List the available vCenter clusters using the Get-Cluster cmdlet, as follows:

PowerCLI C:\> Get-Cluster

= [vSphere PowerCLI] Connected to 10.91.243.185 as root
C et—Cluster

HAEnabled HAFailover DrsEnabled DrsAutomationLe .
Level 1

DC1-CLUS1 True 1

Figure 16. Get-Cluster

In the preceding example, there is a single cluster named DC1-CLUS1. Create an Auto Deploy rule to provision
new hosts on the subnet 10.91.243.0 into the cluster DC1-CLUSL1.

PowerCLI C:\> New-DeployRule —Name “AssignClusterRule” —Item “DC1-CLUS1” —Pattern
“ipv4=10.91.243.1-10.91.243.254"

> [vSphere Power(LI] Connected to 10.91.243.185 as root
Hew—DeployRule —Hame °

.1-1@.91.243.254" . B

Figure 17. New-DeployRule - Assign Cluster

Next, we activate the rule by moving it into the active rule set.

PowerCLI C:\> Add-DeployRule AssignClusterRule

sterRule
st .91.243.1, ipv4=18.91.243.
ItemList 1-CLUS1>

Figure 18. Add-DeployRule - Activate Cluster Rule

Create a Host Profile Rule

By default, when a new host is provisioned using Auto Deploy, the host will be put into maintenance mode. This
requires that the administrator connect to the vCenter to finish the host’s configuration. Auto Deploy can
optionally perform the host configuration by applying a predefined host profile. Follow these steps to create a
rule to apply a host profile to a newly deployed host.

List the host profiles defined on the vCenter server as follows:

PowerCLI C:\> Get-VMHostProfile
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& [vSphere Power(LI] Connected to 10.91.243.185 as root
CLI C:v» Get—UMHostProfile

Figure 19. Get-VMHostProfile
In the preceding example, there is a single host profile ADS-Host-Profile-1. Create an Auto Deploy rule to
apply the host profile ADS-Host-Profile-1 to hosts provisioned on the 10.91.243.0 subnet as follows:

PowerCLI C:\> New-DeployRule —Name “AssignHostProfileRule” —Item “ADS-Host-
Profile-1” —Pattern *“ipv4=10.91.243.1-10.91.243.254"

' [vSphere PowerCLI] Connected to 10.91.243.185 as root
rofileRule” -Item "ADS-Host—Prof iu

Rule
1-18.91 .2
ile-1%

Figure 20. New-DeployRule - Assign Host Profile

Activate the rule by moving it into the active rule set.

PowerCLI C:\> Add-DeployRule AssignHostProfileRule

-243.255>

le
-1, ipv4=18.91.243.255>

gnHostProfileRule
-91.243.1, ipv4=18.91.243.255>
—Host—Profile-1>

Figure 21. Add-DeployRule - Activate Host Profile Rule

At this point, we have created the following three Auto Deploy rules:

eAssignImageRule assigns the ESXiimage profile ESXi-5.0.0-381646-standard to hostsin
the 10.91.243.0 subnet.

eAssignClusterRule places hostsin the 10.91.243.0 subnet into the DC1-CLUS1 cluster.

eAssignHostProfileRule applies the host profile ADS-Host-Profile-1 to hosts in the
10.91.243.0 subnet.

All of these rules have been activated by moving them into the active rule set with the Add-DeployRule
cmdlet. At this point, you are ready to provision ESXi hosts using Auto Deploy.

Deploy a Host Using Auto Deploy

With the PXE environment in place, Image Builder CLI installed and image profiles created, the Auto Deploy
server installed, and the rules created, you are ready to provision hosts using Auto Deploy. Follow these steps to
provision a new host using Auto Deploy.

The following figure shows that there are currently three hosts in the vSphere cluster bc1-cLUs1. We will use
Auto Deploy to provision a fourth host named ads17d.vmworld.com.
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[*¥ vcvald - vSphere Client

File Edit W%iew Inwentory Administration Plug-ns  Help

ﬁ E £y Home b g5 Inventory b [F Hosts and Clusters

nwi» & adee

F [ DEL-CLUSH B} vso1-gaoi

[[] adsi7a vmworld.com
[ adsi7b.vmworld.com E e Resource Allocation | Perfarman
[ adsi7cvmwarld,com
(T3 APPO1-DEVOL General
(T3 APPOL-DEWOZ Guest 05 Movell SUSE Linus En
[f3 APPO1-PRODOL WM Version: &
Eb APPOL1-PRODOZ CPLI: 4 wCPU
@ APPO1-PRODOS Memoary: 2045 MB
3 APPOL-QAD1 Memory Overhead: 92,39 MB
3 APPOZ-PRODOL

Figure 22. DC1-CLUS1 Members - Before

Start by viewing the active rule set on the Auto Deploy server and verify that the host being provisioned
matches the defined rule criteria.

PowerCLI C:\> Get-DeployRuleSet

2 '[vSphere Pow nnected to 10.91.243.185 as root
=ployRuleSet

nHostProfileRule
B.91.243.1-18.91.
Host—Profile—13

Figure 23. Get-DeployRuleSet

In this example, all hosts on the subnet 10.91.243.0 will be provisioned with the image profile ESXi-5.0.0-
381646-standard, configured using the host profile ADS-Host-Profile-1 and placed in the cluster
DC1-CLUS1.

PXE boot the host by powering it on. On boot, the host will contact the DHCP server and get assigned an IP
address. The DHCP server will also provide the host with the IP address of the TFTP server and the name of the
gPXE boot file. The gPXE boot file will provide the host with the information necessary to initiate an HTTP boot
from the Auto Deploy server.
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CLIENT_HAC ADDR: 8@ 1A 64 F3 18 9A GUID: CAATE7A1 716A BEA1 154E AA1AG4FI1A9A

CLIENT MAC ADDR: 8@ 1A 64 F3 18 9A GUID: CARY67A1 716A BEA1 154E BA1AG4F3I1A9A
CLIENT IP: 10.91.243.232 MASK: 255.2
GATEWAY TP: 16.91.243.253
PXE->EB: 'PXE at 97A4:08048, entry
UNDI code segment 97A4 :4B14, da I
UNDI device is PCI 84:080.8, type DIX+882.3
583kB free base memory after PRE unload
gPXE initialising devices...

9gPXE 1.8.8 -- Open Source Boot Firmware -- http »therboot .org
Features: AoE HITP HTTPS iSCSI DNS TFTP bzlmage C 0T ELF Multiboot PXE PXEXT

net@d: B@:1a:64:f3:18:9a on UNDI (open)
[Link:up, TX:8 TE:@8 RX:@ RXE:@1
DHCP (netB 808:l1a:64:f3:18:9a).... ok
netd: 10.91.243,232,255.255.255.128
Booting from filename "tramp"
tftp:sr10.91.243.185/tranp. _

Figure 24. PXE Boot Results

Once this is complete, the server compares the host information against the rules in the active rule set to
determine which image profile to install on the host, which host profile to use to configure the host, and where in
vCenter to place the host after it is installed.

333333303 33630 33303336036 R AR RREXREER R NN
* Booting through VHware AutoDeploy. ..

*

* Machine attributes:

* . asset=

* . domnain=vnuor ld.con

* ., hostname=ads1?d

* , ipvd=18,91,243.232

* , mac=00:1a:64:f3:10:9a

* . model=IBM eServer BladeCenter H521 -[8853G3U1-

* , oenstring=IBM Diagnostics -[BCYT27AUS]-

* , openstring=IBM BaseBoard Management Controller -[BCBTSBA 1-

* , oenstring=
#® , serial=9906A20
* . uuid=cBA7?67al-716a-b6A1-154e-BA1a64f3189a
* ., vendor=IBM
*

* Host Profile: hostprofile-2
* Image Profile: ESXi-5.8.8-381646-standard
* UC Host: None

*

* Boot loader VIB version: 5.8.8-8.8.381646

0 9096 3696 36 90 9690 36 936 96 36 3096 36 96 36 06 96 90 6 9636 96 36 36 36 9696 36 30 96 96 6 3 96 06 90 06 6 00 96 36 0006 90 0 36 00 0000 06 90 2 MM N NN NN
svnu/cachesa?/2921b6d3d9111439243£9575b9875b/nboot .c32. 71dfI1aB4ca25f89e26abf f2c
6623d86. _

Figure 25. Auto Deploy Assignments

The chosen image profile is then copied over the network, where it is loaded directly into the host’s memory.
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Loading VMuware ESXi

Loading /vnu/cache/34/c92cf?1b?0eB602eached1d6l 5T ebe/scsi-aac . 8727 63c5b4b55d2el 1dbeed?2 10F aab?h
fvnu/cache/27/a5bblc4becBed2459ebel9d576f ccabl/ses i -adp . 5 9b7dab8f 603ebd 7ccbbbBSedIed 786
Jvmu/cache/11/caaa3d2?037015819295037dcdb50fb/ses i-aic. d811bBcef JabbeIebd3146807 1c22e0bd

d63ae047762ced7046

Jalb7e251F:

fdledbod3dabfeddl1480346
3651 sdcZbc90816act a’bfb839dbf 133ef2
/vmu/cache/33/b2e57b32921dd3df ac5462497c 1583 /scs i -mpt . 56f ccde 7 301954554e85bb3834 1b033
/vmu/cache/de/Bf 56023e19f 94ef *48bb54adef 3125/ scs i -mpt . ed31 800 7adcab4baldi426d401cl963c
#vmu/cache/89/552f 6b00db6985a 7 74782c3bc1940b/scsi—qla. 700 efbbldadb211bc24444cbecte524
#vmu/cache/94/0154097 112c44ce3dBedbebd¢Ic26db/scsi—qla. FIedbdf 818d/HeB 7 bed PP 4224132122
Jvnu/cache/98/bb5c61f23c250d2c6bab101bf51530/uhe i -usb . 1ddf4b1cB8c33423551ab58chObl0deth
Junmu/cache/85/4a714b414750b74f a5f 6cbdaSh7fcd/tools . 16abcedbfbb59473e2ecd46632b3c1c9

Figure 26. ESXi Boot

After the ESXi installation is completed and the host boots, it is added to vCenter. If a rule was defined to apply a
host profile, the host profile will also be applied. If there is not a rule identifying the host profile, the host will be
placed into maintenance mode.

Marme | Targst | Status | Details
¥ add host fh DC1-cLust 0% (N ) Retrieving data from vCenter agent on adsl,.,

Figure 27. vCenter Add Host View

If a rule was defined to place the host into a vSphere cluster, the host will be placed in the cluster and vSphere
High Availability (HA) configured.

ame arge s etails

14 T Ly Stat Detail

¥ Corfiguring vSphere Hi B adst7dwmwor..  S% ) Instaling vSphere HA agent on ads17d.vmw..,
¥ Addhost fh Dot-cLust @ completed

Figure 28. vCenter Configuring vSphere High Availability View

At this point, the host is now part of the vCenter cluster and is capable of hosting virtual machines.
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v vcvald - vsphere Client

File Edit Wiew Inwventory Administraktion Plug-ins Help

ﬁ ﬁ ﬁ Home b gf] Inventory D @ Hosts and Clusters
+

f & 35

E [y vovald ads17d.vmworld.com YMware ESXi, 5.0.0, 381646 |
= [y oct
= [l bc1-cLus S Virtual Machines  Performance | Configural

[ adsi7a.vmwarld,com —
[E adsi7b.vmwarld,.com
[ ads17c.ymworld.com .
i [acsTe S oo Ezz:::'acturerl i:ﬂ eServer Bladed
@ APPO1-DEYDL '
@ APPO1-DEVO? CPU Cores: 3 CPUs x 2,5 GHz
(3 APPDI-PRODOI Processar Type: Inkel(R) Keon{R) CF
G APPO1-PRODOZ E5420 @ 2.50GHz

Figure 29. DC1-CLUS1 Members - After

Auto Deploy Best Practices

The following best practices will help ensure success using Auto Deploy 5.0.

¢ Use static IP reservations for your ESXi hosts.
On your DHCP server, reserve a pool of IP addresses for your ESXi hosts. This will help facilitate IP
management and troubleshooting.

¢ Configure the DNS reverse pointer records for your ESXi hosts.
When adding ESXi hosts to vCenter, Auto Deploy uses reverse DNS lookups to identify the host name.
If reverse pointer records do not exist in the DNS, Auto Deploy is unable to determine the hosts’ host names
and will add the hosts in vCenter using the IP addresses.

¢ Use the vCenter Virtual Server Appliance (VCSA).
Auto Deploy is included with the VCSA. Using the VCSA will simplify the setup and configuration, helping to
facilitate your evaluation of Auto Deploy.

¢ |dentify a reference host.
Using host profiles to configure auto deployed hosts requires a reference host, from which you can create and
maintain the host profile. Before evaluating Auto Deploy, manually configure an ESXi 5.0 host that can be used
as the reference host from which you will create the host profile. Use this host profile to then configure the
hosts deployed using Auto Deploy.

Product Documentation

For detailed information regarding installation, configuration, administration, and usage of Auto Deploy and its
related components, as well as any other vSphere features, refer to the online documentation:
http://www.vmware.com/support/pubs/vs_pubs.html.
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Help and Support During the Evaluation

This guide provides an overview of the steps required to ensure a successful evaluation of Image Builder CLI.
It is not meant to substitute for product documentation. Refer to the online product documentation for more
detailed information. You may also consult the online Knowledge Base if you have any additional questions.
Should you require further assistance, please contact a VMware sales representative or channel partner.

vSphere and vCenter Server Resources:

* Product documentation
http://www.vmware.com/support/pubs/

* Online support
http://www.vmware.com/support/

* Support offerings
http://www.vmware.com/support/services

» Education services
http://mylearnl.vmware.com/mgrreg/index.cfm

* Support knowledge base
http://kb.vmware.com

VMware Contact Information

For additional information or to purchase VMware vSphere, VMware’s global network of solutions providers is
ready to assist you. If you would like to contact VMware directly, you can reach a sales representative at 1-877-
AVMWARE (650-475-5000 outside North America) or email sales@vmware.com. When emailing, include the
state, country, and name of the company from which you are inquiring. You can also visit http://www.vmware.
com/vmwarestore/.

Providing Feedback

We appreciate your feedback on the material included in this guide. In particular, we would be grateful for any
guidance on the following topics:
« How useful was the information in this guide?
* What other specific topics would you like to see covered?
« Overall, how would you rate this guide?

Please send your feedback to the following address: tmdocfeedback@vmware.com, with “VMware vSphere

Auto Deploy Evaluation Guide” in the subject line. Thank you for your help in making this guide a
valuable resource.
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