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Abstract 
The rapid emergence of generative AI has changed the way 
that technology is designed, constructed, maintained, and 
evaluated. Decisions made when creating AI-powered sys-
tems may impact some users disproportionately, such as peo-
ple with disabilities. In this paper, we report on an inter-
view study with 25 AI practitioners across multiple roles 
(engineering, research, UX, and responsible AI) about how 
their work processes and artifacts may impact end users with 
disabilities. We found that practitioners experienced friction 
when triaging problems at the intersection of responsible AI 
and accessibility practices, navigated contradictions between 
accessibility and responsible AI guidelines, identifed gaps in 
data about users with disabilities, and gathered support for 
addressing the needs of disabled stakeholders by leveraging 
informal volunteer and community groups within their com-
pany. Based on these fndings, we offer suggestions for new 
resources and process changes to better support people with 
disabilities as end users of AI. 

Introduction 
The tech industry is increasingly orienting itself around de-
veloping and propagating generative AI (genAI) models, in-
tegrating them into mainstream applications and operating 
systems. Simultaneously, software companies and commu-
nity organizations are raising concerns about AI’s poten-
tial impacts on society, including effects on education (An-
thropic 2025; OpenAI Staff 2025; Holmes and Porayska-
Pomsta 2023) and employment (Demirci, Hannane, and 
Zhu 2024; Kochhar 2023). Specifc attention has also been 
placed on AI’s negative impacts on marginalized groups. 
These concerns are marked by high profle examples of AI-
based discrimination through race, ethnicity, gender, and 
other sociodemographics, such as the racist labeling of pho-
tos (Hern 2018; Mac 2021). In response, researchers have 
conducted various studies to understand and mitigate these 
harms (Buolamwini and Gebru 2018), while companies have 
implemented responsible AI (RAI) guidelines (e.g., Mi-
crosoft 2025; Google 2025) and have even withdrawn prod-
ucts due to problematic AI output (Grant 2024). 

Journalists covering AI impacts have also reported on 
AI’s role in perpetuating discrimination against people with 
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disabilities (e.g., e smith 2024; Lecher 2018). Advances in 
technology often lead to new barriers for people with dis-
abilities (hereafter PWD) (Williamson 2019; Holmes and 
Maeda 2020). Researchers have identifed a breadth of neg-
ative impacts downstream from AI applications, in domains 
from housing to employment to education (Trewin et al. 
2019; Aboulafa and Claypool 2025). For example, the 
user interface for AI chatbots may be inaccessible (Torres, 
Franklin, and Martins 2019), and AI resume reviewers have 
been shown to demonstrate ableist bias (Glazko et al. 2024). 
These concerns are effectively expressed by Trewin et al. 
(2019) stating, “the prospects of AI for PWD are promising 
yet fraught with challenges.” 

Simultaneously, widespread reputable digital accessibil-
ity best practices such as the Web Content Accessibility 
Guidelines (WCAG) do not yet cover novel interactions and 
outputs generated by emergent AI systems (Montgomery 
et al. 2024). For example, they do not provide guidance in 
ensuring accessibility of model outputs, which are often the 
defning novel features of genAI tools like large language 
models (LLMs), nor do they advise developers on mitigat-
ing disability representation biases pervasive in these out-
puts (Gadiraju et al. 2023). Thus, there is an opportunity to 
understand how AI practitioners currently approach disabil-
ity inclusion in their work, what gaps remain in AI prod-
uct organizations, and how we should ensure future AI sys-
tems are inclusive of users with disabilities. Our research is 
guided by the following questions: 

• RQ1: How are AI practitioners encountering disability 
and accessibility exclusion in genAI product develop-
ment? 

• RQ2: What obstacles do AI practitioners encounter in 
identifying and handling disability and accessibility? 

• RQ3: What strategies do AI practitioners leverage to suc-
cessfully handle disability and accessibility exclusion? 

To investigate these questions, we conducted a semi-
structured interview study with 25 AI practitioners at a large 
software company, to discuss how AI is changing the work 
that they do, and particularly how their work may or may 
not be inclusive of disabled people. Participants held a range 
of roles, including engineers, researchers, UX practitioners, 
and people working in the responsible AI space (e.g., safety 
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analysts) (see Table 1). We found: 

• Decisions that may affect users with disabilities may ap-
pear across a variety of work contexts that lie outside the 
bounds of traditional accessibility roles, including model 
development and safety evaluation; 

• Existing practices around AI safety and responsibility 
evaluation may emphasize specifc identity categories, 
and conversely pay less attention to users with disabil-
ities as stakeholders; 

• Existing methods for evaluating and verifying accessibil-
ity may be ineffective, due to not being used, not being 
prioritized, or lacking in guidelines relevant to AI. 

These fndings point to a broader need to reconsider and 
understand accessibility and disability inclusion in the con-
text of AI. Specifcally, this work contributes: 

• The frst study of how AI practitioners navigate disability 
and accessibility in generative AI product development; 

• Identifcation of gaps in how problems impacting users 
with disabilities may be overlooked in AI; 

• Suggestions from practitioners for improving how users 
with disabilities are accounted for in the AI development 
and release process. 

Related Work 
Studies of Accessibility Practitioners 
While the International Association of Accessibility Pro-
fessionals has issued over 8500 certifcations (IAAP 
2025)—there exists relatively limited scholarship on the 
work they perform. Early studies of web professionals 
(Lazar, Dudley-Sponaugle, and Greenidge 2004; Rosson 
et al. 2005), product designers (Vanderheiden and Tobias 
1998), and UX experts (Putnam et al. 2012; Yesilada et al. 
2015) noted that adherence to accessibility standards was 
low, citing barriers including confusing guidelines, lack of 
time, training, and support from managers. 

Other studies have examined professional practices 
around accessibility within specifc communities or re-
gions (e.g., Freire, Russo, and Fortes 2008; AlMeraj et al. 
2023; Inal, Rızvanoğlu, and Yesilada 2019; Gupta, Gjøsæter, 
and Giannoumis 2021). Across these examples, researchers 
identifed challenges including insuffcient time, educational 
resources, and knowledge of available accessibility tools. 
Similar challenges persist today, although the rise of social 
networking communities has provided additional peer sup-
port and learning opportunities (Huq et al. 2023). 

More recent studies have focused on the motivations and 
work conducted by accessibility professionals. Shinohara et 
al. 2018 found that about half of the US education institu-
tions they reached out to had at least one accessibility ed-
ucator, but their work was sometimes limited by unclear 
objectives and insuffcient curriculum development support. 
Leitner et al. 2016 surfaced three motivators of industry ac-
cessibility professionals: economic (e.g., increasing the cus-
tomer base), demonstrating social commitments, and tech-
nical (e.g., improving site design). However, Azenkot et al. 

2021 and Pereira and Duarte 2025 surfaced the advocacy re-
quired of accessibility professionals; (Azenkot, Hanley, and 
Baker 2021) noted that educating others was a core job func-
tion. Challenges cited by (Seixas Pereira and Duarte 2025) 
included a gap between user needs and accessibility compli-
ance and tooling needs, especially to test mobile web acces-
sibility. 

Our study extends prior work by exploring how accessi-
bility and disability are considered during the development 
and evaluation of emerging AI technologies, by centering 
perspectives from professionals at the frontlines–those who 
work on accessibility and AI. 

Generative AI and Disability 
Research exploring the impacts of generative AI on PWD 
has grown signifcantly in recent years (Alshaigy and 
Grande 2024). One strand of research has identifed AI 
harms experienced by PWD (Whittaker et al. 2019; Kirmer 
2024; Newman-Griffs et al. 2023). Reports classify harms 
in a variety of domains including employment, education, 
safety, and healthcare (Trewin et al. 2019; AI Now Insti-
tute 2019; Aboulafa and Claypool 2025). Hutchinson et 
al. 2020 and Venkit et al. 2022 surfaced negative terms 
and sentiments language models associated with disability 
labels. These misrepresentations extend to generated sto-
ries and images, which perpetuated longstanding disability 
tropes (e.g., disabled people as inspirational or cure-seeking) 
(Gadiraju et al. 2023; Magee et al. 2021; Venkit, Srinath, 
and Wilson 2023; Bianchi et al. 2023; Mack et al. 2024). 
Disability harms may also reverberate through algorithmic 
decision-making, such as in a resume ranking task, Chat-
GPT rated more qualifed applicants with disability language 
lower than resumes with no disability language (Glazko 
et al. 2024). Further, toxicity classifers misjudged ableism 
as compared to disabled people, demonstrating that con-
tent flters may not address disability-related online safety 
(Phutane, Seelam, and Vashistha 2025). 

However, rapid improvements in genAI have allowed re-
searchers to make progress on a variety of accessibility chal-
lenges , including image description (Penuela et al. 2025; 
Xie et al. 2024), image generation (Huh, Peng, and Pavel 
2023), supporting writing for people with dyslexia (Good-
man et al. 2022), enhancing communication (Valencia et al. 
2023; Weinberg et al. 2025; Cai et al. 2023; Jang et al. 2024), 
and supporting better captions for Deaf and hard-of-hearing 
users (Wu, Kleiver, and Jain 2024). These tools offer real-
time, bespoke outputs, enabling customization idealized for 
users whose needs are often unmet by mainstream designs. 
For example, generative image descriptions allow blind and 
low vision users to get visual information on-demand and 
tailored to their information needs, via visual question an-
swering (VQA) interfaces (BeMyEyes 2023). Generative 
communication supports are responsive to open ended in-
puts, allowing users to engage naturally (Goodman et al. 
2022; Valencia et al. 2023; Wu, Kleiver, and Jain 2024). 
These promising developments situate PWD as key bene-
fciaries of genAI applied to longstanding accessibility chal-
lenges. 

We interviewed AI practitioners working across a wide ar-



ray of projects–from ensuring PWD can beneft from genAI 
integrated into existing, mainstream products, as well as de-
veloping accessibility-specifc products. We report back on 
concerns and challenges they experienced related to AI and 
disability in these pursuits. 

Studies of Responsible AI Practice 
Researchers are not only concerned about disability-based 
bias, but about AI’s potential adverse impacts on individuals 
and society at large. Much of this work has coalesced around 
developing guidance for and evaluating fairness, account-
ability, and transparency, often condensed under the um-
brella of ”Responsible AI ” (RAI). In industry, commitments 
to RAI are often documented via a set of public principles 
(e.g., Microsoft 2025; Google 2025). RAI as an emerging 
discipline has been shaped by formative work such as Gen-
der Shades (Buolamwini and Gebru 2018), which identifed 
intersectional disparities in commercial gender classifcation 
systems along gender and skin tone dimensions, and by doc-
umenting and classifying sociotechnical harms (Shelby et al. 
2023). 

Recent work has explored the emerging job roles around 
RAI (Rismani and Moon 2023). This includes documenting 
the work that professionals do to ensure that AI systems are 
fair (Madaio et al. 2022; Deng et al. 2023; Berman, Goyal, 
and Madaio 2024), how UX practices are being adapted into 
RAI practices (Wang et al. 2023), and how professionals 
learn about RAI ”on the job” (Madaio et al. 2024). 

RAI research has primarily focused on a subset of identity 
categories such as gender, race, and ethnicity (Tahaei et al. 
2023), but the aforementioned examples of disability bias 
have not systematically impacted the feld. In this study, we 
discuss how disability-related concerns appear in the work 
of AI professionals. 

Method 
We conducted 60-minute interviews with 25 AI practitioners 
at a large software company. They covered participants’ cur-
rent work practices, how their work intersects with AI, and 
how their work intersects with PWD. This protocol was ap-
proved via our organization’s research review process. Par-
ticipants completed an informed consent process for partici-
pating in the study and were provided with incentives of the 
equivalent of a $60 USD gift card. 

Research Site 
We interviewed participants at a large, multinational tech-
nology company which produces hardware products, soft-
ware products, and services. In recent years, the company 
has increased its focus on developing AI models and in-
tegrating AI-based features into its products. Some partic-
ipants served on vertical teams (e.g., for a specifc prod-
uct or initiative) while others served on horizontal teams 
(i.e., providing a central resource or oversight across a range 
of products). Regardless of the specifc team, participants 
all had access to some company-wide resources includ-
ing trainings; their everyday work was typically guided by 

their own team’s policies and practices, while also engag-
ing with company-wide policies and processes, especially 
around product launches and compliance reviews. 

Researcher Positionality 
Our team comprised six researchers at the technology com-
pany from which participants were recruited. All were 
trained in human-computer interaction, some have experi-
ence with RAI, and a majority were also experienced acces-
sibility researchers. 

Recruitment 
Since we were interested in learning AI practitioners’ ex-
periences with disability inclusion and accessibility holisti-
cally irrespective of job title, we recruited participants hold-
ing a variety of roles, including researchers, data scientists, 
product managers, user experience practitioners, and AI 
safety analysts. Recruitment announcements were emailed 
to both general-purpose and accessibility-focused discus-
sion groups. All eligible participants had previously worked 
on genAI product development; we also asked about their 
work experiences related to accessibility, though such expe-
rience was not required. We conducted snowball sampling 
following suggestions made by other participants. 

We received 81 completed screeners. From these, we se-
lected 25 participants based on several criteria. First, we in-
tended to recruit participants both from more traditional UX 
and accessibility roles (e.g., UX researchers, which is a com-
mon job role for accessibility practitioners in this company), 
as well as participants who did not have a UX or accessibil-
ity role but who may have encountered issues that could im-
pact users with disabilities (e.g., data scientists and AI safety 
analysts). Second, we recruited participants who worked in 
different parts of the company or on different products. Fi-
nally, we tried to recruit a sample with diverse ethnic and 
gender identities. 

Participants 
Twenty-fve participants took part in the study. Their profes-
sional roles are described in Table 1. All participants worked 
in the US, except for P10, who worked for an international 
team (led by a manager in the US) but who lived in India. 
Further demographics are listed below 1. 

Interview Protocol 
Each participant took part in a one-hour, semi-structured, re-
mote interview. In general, the interviews followed critical 
incident technique (Flanagan 1954) as we asked participants 
to walk through 1-3 examples of current and past projects. 
We asked participants to frst summarize the project’s goals, 
stakeholders that they worked with, challenges that they en-
countered during the project, and its outcome. While not 

1Ethnicity of Participants: 7 Asian, 1 Black or African Ameri-
can; 1 Indian; 2 Middle Eastern or North African; 1 Mixed Race; 
11 White; 1 White, Hispanic, Latino, or Spanish origin; 1 White, 
Middle Eastern or North African. Gender: 10 Men; 13 Women; 2 
Non-binary. Disability Identity: 7 Disabled; 16 Non-Disabled; 2 
Prefer not to say. 



ID Role Years in role AI experience? Responsible AI experience? a11y experience? 
P1 Data Scientist 1-2 years yes yes no 
P2 Data Scientist 5-9 years yes no no 
P3 Data Scientist 3-4 years yes yes no 
P4 Data Scientist 5-9 years yes no no 
P5 Data Scientist 1-2 years yes yes no 
P6 Safety Analyst <1 year yes yes yes 
P7 Safety Analyst <1 year yes yes no 
P8 Sales Analyst 1-2 years yes yes no 
P9 UX Researcher 10+ years yes unsure no 
P10 UX Manager 3-4 years yes no yes 
P11 Safety Analyst 3-4 years yes yes no 
P12 UX Manager 1-2 years yes yes yes 
P13 Safety Analyst <1 year yes yes yes 
P14 Engineering Manager Not specifed yes yes yes 
P15 UX Researcher 1-2 years yes no yes 
P16 Data Scientist 3-4 years yes yes no 
P17 Product Manager 1-2 years yes yes yes 
P18 Researcher 3-4 years yes yes yes 
P19 Research Engineer 3-4 years yes yes yes 
P20 Product Manager 5-9 years yes yes yes 
P21 Product Manager 5-9 years yes yes no 
P22 Researcher 1-2 years yes yes no 
P23 Product Manager 10+ years yes no no 
P24 Product Manager 10+ years yes yes yes 
P25 Research Manager 5-9 years yes yes yes 

Table 1: Study participants and their responses to screener questions about prior experience working on AI systems, working 
on responsible AI projects, and working on accessibility projects, respectively. 

all projects directly involved accessibility or disability, we 
encouraged the participants to highlight issues related to 
those topics that came up at the time, as well as opportuni-
ties where accessibility and disability might have been rele-
vant even if it was not explicitly discussed. After discussing 
projects, we asked participants to describe their prior train-
ing (formal or informal) they had received related to acces-
sibility practices, and share any suggestions they had for ad-
dressing any challenges they encountered related to disabil-
ity inclusion. 

Data Analysis 
Interviews were audio and video recorded. Transcripts of 
the discussions were initially generated using the video plat-
form’s built-in AI transcription feature, which the research 
team then corrected and anonymized. 

We used an inductive coding approach for qualitative the-
matic analysis (Clarke and Braun 2017; Byrne 2022). In 
the initial round of analysis, each researcher read through 
at least two transcripts and wrote preliminary codes. The 
research team then met to discuss these codes. Following 
these discussions, two of the authors then read the 25 tran-
scripts and engaged in analytic memoing, so that each tran-
script was analyzed by both individuals. Upon completing 
this across all transcripts, the two researchers met weekly 
to engage in refexive thematic analysis sessions, while dis-
cussing interpretations of the data, and generating themes 
(Campbell et al. 2021). They aggregated and shared themes 
with the rest of the study team for deliberation and rounds 
of iterative review. 

Findings 
Challenges at the Intersection of AI and Disability 
Across roles, AI practitioners discussed a wide variety of 
ways they encountered and interacted with disability in their 
work. While our investigation did not attempt to provide a 
comprehensive account of the issues surrounding AI and dis-
ability in the company’s products, we did identify several 
classes of problems that our participants recounted, includ-
ing both traditional UI accessibility problems as well as is-
sues specifc to AI. 

Manifestations of Disability in AI Problematic represen-
tations of PWD in AI output have previously been doc-
umented by users, community members, and researchers 
(Gadiraju et al. 2023; Venkit, Srinath, and Wilson 2023; 
Mack et al. 2024). However, given challenges our partici-
pants report in involving PWD in their work, our participants 
instead shared how they perceive the potential issues that AI 
may engender for PWD. Some participants reported notic-
ing these types of issues in products that they had worked 
on. P7, a safety analyst, noted issues related to distortions in 
how PWD were represented by image models: 

for the [disabled] person it showed additional disability. . . 
like his hand is like this but there is one more hand[s] [ap-
pearing] over here . . . this kind of issue came only for the 
[disabled] person. 

P7 went on to note that PWD were not represented by de-
fault, and only appeared when the prompt included disabil-
ity, while other aspects of identity were included by default. 



Other representational issues included stereotypical im-
ages and inspiration porn, where PWD are portrayed as 
exceptional to inspire others (Young 1402326644). P25 
described another stereotype perpetuated through text-to-
image generation model they had tested: 

When you would prompt [the model] to say create an image 
... [the model] would create a picture of an angry old man 
in a wheelchair and an offensive image. I mean all disabled 
people are not angry . . . we’re not all old white men. we’re 
not all in wheelchairs. Yeah obviously bad data training on 
their model. 

P19, a research engineer with a machine learning (ML) 
background, explored how inspiration porn manifested in 
the company’s LLMs. He hypothesized that the general posi-
tivity and agreeableness of the models (an intentional design 
feature) led to inspiration porn in model output: 

I think the inspiration porn was a huge just overwhelm-
ing problem in [the model] because they have this just very 
strong baseline positivity—that kind of thing. 

In investigating these phenomena, P19 identifed potential 
ways to mitigate these issues but was unsuccessful in imple-
menting changes. In discussing the distribution of disability 
types in model output, P19 noted: 

The frst thing I found when looking at this was basically 
a specifc problem in a specifc very early version of [the 
model] . . . where there was some specifc training data that 
led the system to over-represent people with cerebral palsy 
and people in wheelchairs. . . so I was able to track that to 
where that was in the training data. Intervening on that is 
complicated. So I never tried to even intervene on that. 

Features That Don’t Work for Disabled Users In some 
cases, participants described working on projects that were 
not tested with PWD, or were not designed with them in 
mind. Because of this, they expressed doubt that the features 
would be accessible. 

Several participants raised concerns about the accessibil-
ity of projects that involved voice interfaces, for example, P2 
noted “if [voice product] requires you to have an active con-
versation then it’s very likely that someone with speech dis-
abilities is probably not [able] to leverage this product.” Fur-
thermore, they noted that these accessibility problems might 
not even be detected, as the accessibility problems may pre-
vent giving feedback, noting “they [disabled users] will def-
initely not be able to surface feedback about this functional-
ity.” We discuss this potential feedback gap further later in 
the fndings. 

Several participants also noted accessibility problems re-
lated to communication modality, such as interacting using 
sign language. P22 took a company-sponsored ASL class 
but encountered diffculty participating via video chat: “ 
there’s a [video chat] feature . . . I’m impressed by the tech 
. . . it’s the one that automatically shrinks [the video to frame 
your face]. I always had to turn that off for the ASL class 
because it just cuts your hand off.” Another participant, P11, 
noted that she was impressed by advances in speech recogni-
tion quality, but expressed disappointment about progress in 
sign language recognition: “the fact that we can’t parse sign 
language. I’m like, how is this a thing?” Participants were 

regularly exposed to advancing capabilities of genAI which 
many were tasked with integrating into existing products. 
They were in turn, surprised when from their perspective, 
the extent of these capabilities was not being leveraged more 
widely to increase accessibility, such as through improving 
automatic sign language recognition. 

While some of the above examples involve novel, emerg-
ing problems, in other cases the accessibility shortcomings 
were obvious, such as when standard accessibility features 
were overlooked due to aggressive launch schedules or gaps 
in staffng. P12 described one such case: 

Right now there’s no captions for [voice product] and that is 
really an accessibility requirement. And then it’s been like 
everyone went into a panic and [said] ‘how are we going 
to do this?’ . . . that caught people by surprise and it’s like 
why does that catch people by surprise? because we don’t 
have an accessibility representative who’s able to oversee 
all these things and be like, ”Hey everyone, remember we 
have to do this.” 

Deprioritized accessibility is a perennial problem requir-
ing advocates’ persistence as new products ship. However, 
we juxtaposed it with the increasing pace at which genAI 
is being developed, exacerbating the potential for obvious 
regression of accessibility that accompany new releases. 

Lack of Knowledge and Access to Experts 
To address RAI issues, like those we shared earlier, com-
panies and other organizations have developed processes 
for identifying, assessing, and mitigating potential risks or 
harms of AI (Microsoft 2025). However, such processes rely 
on organizational buy-in to implement them (Rakova et al. 
2021). In this section, we discuss organizational factors that 
may impede AI teams’ ability to address potential AI issues 
for PWD. 

All employees received some level of training about sup-
porting users with disabilities (though the specifcs of that 
training varies with the participant’s role and when they 
joined). All employees also had access to additional training 
on accessibility as needed. However, in practice, participants 
who were not in explicit accessibility roles generally lacked 
expertise in the company’s accessibility practices, particu-
larly as they manifest in AI products. P11, a safety analyst, 
said “I don’t think I’m particularly knowledgeable.” P13, an-
other safety analyst, said “I wish I would have been taught 
more about what’s out there.” P25, a research manager, de-
scribed his current project team thusly: “Our [project] team, 
the UX researchers, the UX engineers, all those people, I 
would say 80% of them had no idea or experience at all with 
accessibility.” 

We should not expect that every team member will be an 
accessibility expert, as long as there are processes in place 
for fagging issues and routing them to experts. In this con-
text, experts typically mean someone with skills to iden-
tify and mitigate inaccessibility would also have AI exper-
tise. P14, an engineering manager leading a team on a new 
project using AI to increase communication accessibility, 
described their ideal partner: 

So there’s a lot of learning to speak the language and then 
how do we generate a meaningful data set? How balanced 



should that data set be? . . . There’s a lot of those sorts of 
things we are having to learn and having to fnd resources 
has been really challenging and so we have to . . . go get a 
ML person who cares about accessibility to sit in the room 
with us. And then let’s tell them that we actually want them 
to be opinionated. I don’t want an ML person coming in and 
being like “you’re the accessibility folks.” No, sure we’ll 
talk about the accessibility pieces ourselves, but actually we 
need you to correct us on where we are doing things wrong. 
And that is awesome that we found enough people to be able 
to do that. but it maybe doesn’t scale super great. 

In practice, participants frequently described friction 
when fnding or contacting experts when needed. A major 
cause for this friction was changes in organizational struc-
ture across the company. When asked who they would con-
tact to discuss accessibility issues, P11, a safety analyst, said 
“I think a year ago I would have been able to answer this bet-
ter and. . . right now things are just chaotic.” Several partic-
ipants noted that contacts they had previously worked with 
had left their team or been reassigned—a challenge identi-
fed for RAI work more broadly (Ali et al. 2023). P12, a UX 
manager, had identifed an accessibility expert who could 
help with their team’s work, but then lost that contact due to 
organizational changes: 

In the beginning, it looked like they were going to be able to 
help because they were on [a related project] and we fgured 
[it was] close enough. But then they got reorged and had 
layoffs. 

P24, a product manager with more than 10 years of ex-
perience at the company, described how they had previ-
ously worked with centralized, company-wide accessibility 
experts, but noted that these resources seemed to have evap-
orated: 

I don’t know that we have at the moment a direct contact 
specifcally on accessibility . . . the team has changed over 
time. [The team] used to have a ‘contact us’ [link] or offce 
hours or whatever, and we went through that process [pre-
viously], but I think the process changed and again I think 
it’s been all self-service recently, of ‘here’s some tools and 
templates’ but not necessarily an individual [contact]. 

P18 noted that such changes in structure for review are 
simply part of how tech companies operate: 

All these tech companies will kind of pendulum swing be-
tween are we doing centralized responsibility [evaluation] 
or distributed responsibility . . . and so they moved a bunch 
of the responsibility work kind of distributed, [and] had 
propped up little mini versions of that in [product A] or 
[product B] so they kind of broke apart the team a little 
bit. 

Involvement of PWD and their Data 
The importance of including PWD in processes was shared 
across all participants. How PWD could be included varied 
greatly based on individual job roles. For data scientists and 
ML experts, these conversations generally revolved around 
access to data about, or from, PWD. For those in more user-
centered roles, such as UX researchers, our discussions fo-
cused on including disabled users in testing to understand 
their frsthand experiences, as expressed by P16: 

It’s kind of intuitive, if somebody who doesn’t have sort of 
frsthand experience is building . . . some ML model to pre-
dict somebody’s number of hours spent [using a product] 
. . . [they may fail] to take into consideration how some 
tasks might take some people much longer or the journey 
that somebody might go down. 

Others, like P19, noted that including PWD was important 
for the sake of creating a spirit of participation: 

The things that are important to me from some of [this] 
work is the sort of participatory perspective, the value-
based stance of saying people who are being represented 
in systems and by systems ought to have a say in shaping 
that. I think that’s a sort of core thing that resonates with 
me. 

Data about Disability Some participants mentioned using 
datasets that included data labeled as coming from disabled 
people, or test cases related to disability, but noted that such 
datasets were rare. In some cases, participants thought (or 
suspected) that their datasets contained data about disabil-
ity, but were unable to confrm this. P5, a data scientist, de-
scribed a scenario in which they analyzed speech data but 
found that a subset of the data was unintelligible and could 
not be analyzed. They were told by a coworker that the data 
most likely included speech data from users with speech dis-
abilities; with no confrmation of this fact, and no plan for 
how to handle such data, they simply excluded the unintelli-
gible data from their analysis. P2, also a data scientist, pos-
tulated that some of the datasets they worked with included 
data from users with disabilities, but described the task of 
identifying this data as fnding a “needle in a haystack.” 

Working with Disabled Stakeholders Multiple partici-
pants expressed a desire to include more PWD in the process 
of developing and testing new technologies. They identifed 
a number of barriers to doing so. 

First, including participants with disabilities where they 
were not already involved incurred additional costs and re-
quired allocating time in the schedule to do so. P9, a UX 
manager, noted that disabled participants may be considered 
“niche” and thus required additional justifcation to be in-
cluded in user testing: 

We have to justify the need to include certain niche par-
ticipants. . . if we request them to be a part of the studies 
and it’s for. . . .wanting to be more inclusive, these popula-
tions are smaller and it’s rightfully so we don’t want to over 
sample or overburden those people. I think that most re-
searchers don’t [recruit PWD unless they are doing specifc 
research that is specifcally focused on that. 

Second, fnding participants with the needed character-
istics could be diffcult. Recruiting disabled populations is 
generally challenging (Lysaght et al. 2016; Becker et al. 
2004) and this can be magnifed for specifc projects, espe-
cially when AI is involved. For example, P10 described their 
team’s efforts to include PWD in their work, but noted that 
their existing policy often meant that only a few disabled 
participants would be recruited: 

[Participant groups] are going to be really small . . . I think 
we aim for 10% of those who identify with a disability and 
that is a broad spectrum . . . and it is a self ID, so . . . that 



means in a qualitative recruit where we want 20 partici-
pants we’re only talking about two [people]. 

Our participants identifed an emerging challenge, which 
is that disability categories, and screening questions used to 
recruit participants, may not map to the specifc populations 
needed for some AI-related projects. P11 described a pre-
vious project in which an image generation model created 
problematic outputs when representing people with limb dif-
ferences. Because the company has generally settled upon 
a standard screener that does not include much detail (P10: 
”we’ve essentially curated [recruitment] down to three ques-
tions, which is not exhaustive at all”), P11 and their team 
considered conducting internal recruiting: “maybe we can 
fnd a group of folks who have prosthetic limbs, knowing 
that that’s going to be really freaking hard, even in a com-
pany this big,” but were not able to identify such a group. 

Third, policies that were intended to support PWD could 
make it diffcult to recruit disabled participants. P9, a UX re-
searcher, described an experience in which they tried to in-
clude disabled stakeholders, but were ultimately unsuccess-
ful: 

Several years ago, we wanted to do some research in the 
internal IT support space, specifcally with users using as-
sistive technology devices . . . we wanted to look into it and 
fgure out what are the improvements that we can make to 
the products and services to better serve that population. 
We went through a pretty hefty process to try to get that 
research approved to launch with that population, and ulti-
mately that process ended up being so lengthy that the re-
search was never done because by the time the process to 
get approval [completed], the ship had sailed and the team 
just had bigger more important priorities by that time. So it 
did not happen. So that was really disappointing for me to 
see. 

Participants navigated legal and review processes put in 
place to protect company workers and external participants 
in regard to what personal data is shared and how it is han-
dled and stored. However, these protective policies were im-
plemented such that the time required often exceeded that 
which product groups could pause to diversify their sources 
of user feedback. 

Conficting Review Processes 
A common theme across our participants’ accounts was the 
challenge in navigating the various processes needed for ap-
proval and launch of any product. The company has had in-
ternal accessibility guidelines for many years; these gener-
ally include a series of guidelines (similar to WCAG) with 
required and optional criteria. It is generally expected that 
individual teams will manage evaluating products according 
to these guidelines, and that any launched projects will meet 
the minimum guidelines; exemptions from these require-
ments are usually temporary and require approval from se-
nior leadership. Notably, these guidelines are generally writ-
ten for the context of traditional graphical UIs and applica-
tions on mobile, desktop, and web platforms, rather than AI-
based features or products, and are written at a very granular 
level, identifying specifc problems, their impacts on users, 
and how to fx them. 

More recently, the company has adopted a separate 
set of guidelines for issues pertaining to “responsible 
AI”—adherence to these guidelines is typically reviewed 
by a centralized team. As with accessibility guidelines, it 
is expected that any launched projects will meet the re-
quirements, and exceptions to these guidelines require ap-
proval from senior leaders. In contrast to the accessibility 
guidelines, which are updated at a regular interval, these 
RAI guidelines (and their associated review processes) have 
changed more rapidly, and in fact were in the process of be-
ing updated as we conducted our interviews. In their current 
form, these guidelines are generally higher-level, and thus 
must be interpreted to be applied to any specifc project or 
issue. 

As noted in the previous sections, our participants iden-
tifed a variety of problems that could negatively impact 
users with disabilities. Some of these issues involved tra-
ditional inaccessible UI elements, such as missing captions 
or alt text; these issues were generally well represented in 
the company’s accessibility guidelines. Other issues, such as 
AI model output that perpetuates negative stereotypes about 
PWD, may seem to ft more within the scope of RAI guid-
ance. However, in practice we found that this distinction was 
often unclear to participants, and there was generally no pro-
cess for resolving this ambiguity for any specifc issue. 

One problem that was raised by multiple participants in-
volved with RAI review was that existing RAI processes and 
documentation often did not focus on PWD. During our in-
terview with P5, they shared an internal document used in 
RAI review, but noted “the [safety] part, which is the one 
that maybe relates the most, doesn’t have too many exam-
ples on accessibility and disability.” P7 noted that disability 
“was never a focus area . . . when we test, we focus on gen-
der, we focus on race, we focus on religion, we focus on 
all but we never focused on disability.” P18, a researcher, 
described their process for working with teams to identify 
potential safety issues, and noted that disability was often 
not prioritized by their partner teams: 

When I have . . . been in roles to try to help lay out . . . the 
policies we care about [and note] we have things in there 
around representation or stereotypes and I’m trying to kind 
of lay out a plan, [I’ll say] why don’t we look at this from a 
disability lens in addition to kind of the main things that we 
go for, gender, race; usually no attention is given or it’s kind 
of crossed off just out of . . . resourcing might be an excuse 
that’s given. 

Across these discussions, we found that RAI evaluations 
typically focused on a specifc set of identity categories 
that included race, gender, and sometimes age and nation-
ality—while disability was never explicitly excluded, it was 
often noted that it was not a priority. P13, a safety analyst, 
also noted this pattern, while connecting it back to founda-
tional work in RAI: 

We were working with a team . . . they were dealing with [a 
project] relative to biometrics, being able to detect a human 
within either an image or a video . . . and I think I made a 
comment about ‘we see here that you’ve done some testing 
relative to gender, relative to different skin tones and race, 
relative to age, to make sure there’s similar levels of per-



formance across different potential user groups.’ and then I 
pointed out, ‘have you done that relative to potential users 
with disabilities or physical bodily differences? And I think 
they were a bit confused at the question because I think 
sometimes people more think about race and gender before 
they think about disability ... It’s out there, but I feel like it’s 
not top of mind as much for people. 

A second challenge shared by participants was that is-
sues related to disability sometimes surfaced during RAI re-
views, but that it was not always clear which issues should 
be “blockers,” or whose responsibility it was to fag or re-
solve these issues. As P11 noted: 

I would say that when an accessibility issue is particularly 
salient, we call it out. But as an example, for these [product] 
launches, we didn’t say ‘make sure this works with a screen 
reader’, which is a gap. And also what does particularly 
salient mean? There’s no clear line. And so it’s like, does 
this look extra bad to me? Okay, let me fag it. 

A third type of challenge involved disagreements between 
what would be prescribed by RAI policy and the expec-
tations of providing equal access to all users. Generating 
descriptions of people for accessibility purposes can some-
times clash with other design priorities (Stangl, Morris, and 
Gurari 2020; Bennett et al. 2021). P13, a safety analyst, 
shared a similar problem with respect to RAI policies: 

There’s a team wanting to launch image descriptions, but 
it’s where . . . we can use generative AI capabilities [so that] 
low vision and blind users could ask questions about the 
image . . . And so I had some questions about their policy 
because they’re using [a safety classifer] which blocks in-
puts and outputs that are considered inappropriate and that 
could include pornographic content, right? Or something 
like that. And so I guess my thing with that is that our policy 
is that. . . it should block that content. But from an acces-
sibility standpoint, that is not allowing content that’s oth-
erwise seen by able-bodied users to be viewed by . . . users 
with disabilities . . . And so my thing is like if we’re allowing 
able-bodied users to see that content, then we should also 
allow disabled users to get a screen overview of that con-
tent . . . I think we should be going against [responsible AI] 
policy in this scenario because it’s not accessible. 

Negotiating Responsibility 
As noted previously, the ambiguity between what counts as 
“accessibility or disability exclusion” vs. “a RAI problem” 
introduces ambiguity that may cause some problems to fall 
through the cracks. At a more fundamental level, even when 
a problem is identifed and understood, there may be dis-
agreement about who is responsible for solving the prob-
lem—a common shortcoming of RAI practices, as noted by 
Widder and Nafus (2023). This tension was described by 
P25: 

All of the AI accessibility research projects that I’ve been 
working on the last few years always go back to the fun-
damental question. Who’s paying for the UX study, the 
resources, the data, who has the headcount, where’s the 
money going to come from? And my answer to them is why 
aren’t you originally budgeting for this instead of treating 
it as something that you’re not going to touch at frst? You 

have an aging group of the population, the disability com-
munity. Are you not considering them part of your target 
group? I think that’s ridiculous, and I get that we have lim-
ited assets. I get that people are downsizing. Things are be-
ing cut. . . . Headcount isn’t cheap. I get that, but you have 
to have that in the original planning instead of thinking that 
somebody else is going to pick up the tab. 

This question of who will pay to solve the problem can be 
complicated by the interaction between hardware and soft-
ware product teams, which is exacerbated by the division 
within companies’ organizational structure for generative AI 
models and AI-based applications. P12, who served as UX 
manager for a software product, described her team’s dis-
cussions with an associated hardware team: 

[The hardware team] would come to us and say, ”Who’s 
going to fx this accessibility issue . . . ?” And we’re like, ” 
it’s not us.” And we were getting a lot of push back for good 
reason. and so we were like, ”How are we going to staff 
this? What are we going to do?” And that’s I think when it 
started to get more pushed out that we need somebody to 
kind of handle this . . . It was like a hot potato. No one [on 
our team] was like, ”No, that’s on the platform”. No, that’s 
on the hardware. That’s who owns it. 

This interconnection between multiple teams occurred in 
many examples, sometimes between three or more collabo-
rating teams and their clients. For example, P1’s team devel-
oped a content creation application that leveraged a genera-
tive AI model (developed by a second team) which was then 
delivered to external customers: 

So now there are three different stakeholders involved. One 
is . . . . our team which has built out the model but . . . we 
don’t build [the base model] . . . So, one of the questions I’ve 
seen is who actually owns [this content]? So, if something 
goes wrong . . . let’s say that [the model] generates more 
people of color than others, then who owns [this problem], 
right? Who is responsible for it? 

With the rise of genAI, product teams are being tasked 
with integrating foundation models made by other teams 
into their product features. The responsibility of resourc-
ing accessibility compliance is long-contested—just two 
of the extreme possibilities are being included in a prod-
uct’s resourcing needs and being resourced from a cen-
tralized accessibility budget. But incorporating genAI mod-
els that are developed by multiple far-fung teams without 
clear guidance on how inaccessibility is promulgated down-
stream compounded confusion about where responsibility 
lies. Lacking guidance, some participants were unable to 
address issues of disability exclusion, as the solutions were 
outside of their team’s control and were not anticipated when 
resourcing for their specifc products. 

Solving Problems with Constrained Resources 
Many of our participants validated the importance of ad-
dressing AI’s impacts on PWD. As described previously, our 
participants often encountered barriers due to resource con-
straints, including limited time, money, headcount, or access 
to subject matter experts. Often, they perceived a gap in the 
work they were able to do and what they saw as needed. At 



the end of her interview, P11 commented, “actually the rea-
son I signed up for this research is . . . I want to make it super 
clear that we need to do better here.” 

Despite these limitations, participants shared examples of 
how they were able to solve problems amidst constrained re-
sources. In particular, participants identifed several impor-
tant components to achieving success. 

Filling Gaps In some cases, participants identifed a gap 
in team structure or practice that was causing friction. One 
strategy in these situations was to simply fll the gap infor-
mally, and in doing so, demonstrate to leadership the need 
for a more permanent solution. This strategy was exempli-
fed by P12, who identifed a critical gap where a new AI 
product team was missing accessibility expertise; informally 
took on that role for several months until a role was formally 
created: 

So I was one of the frst UXers on board. I was able to 
actually do things like revise our [requirements doc] and 
there was nothing about accessibility in there. So I added, 
“Hey we need to make sure that our frst launch . . . passes 
[mandatory accessibility requirements] at least. And then 
there wasn’t anyone really assigned to accessibility. So I 
just spent time trying to [fx that] ... I was able to get some 
resources from [another team] to do some test plans and 
testing for us. I got some engineers on board, started trying 
to get some designers . . . I was trying to just raise support 
and mention things that we should defnitely cover for our 
frst launch. 
So for six months . . . I built up more of my knowledge 
around how the accessibility world works at [our company] 
. . . Basically [I just kept] poking people and being like, 
“hey, hey, don’t forget the [accessibility]”. And they’d be 
like, “what’s that?” . . . [later] our lead program manager 
. . . was like, ”Hey. . . we think we might be able to swing 
having a little bit more resourcing for accessibility.” . . . 
I think basically people were just tired of me banging on 
about accessibility all the time. 

Volunteer Work Several participants described additional 
work that they performed, outside of the scope of their of-
fcial role, to make the company’s AI products more in-
clusive. Much of this work took place through an infor-
mal, company-wide program for “red teaming” models. This 
team tested models from the perspective of multiple iden-
tity categories, including disability, and recruited members 
from these diverse identity groups. Another impactful vol-
unteer initiative is the company-wide affnity group for dis-
abled employees. This group has advanced support for dis-
ability inclusion in the company’s products by collecting 
and organizing feedback from its many members, meeting 
with high-level stakeholders, and advocating for accessibil-
ity goals to be included in company-wide objectives and key 
results (OKRs). 

Creating Buy-In from Leadership Participants noted 
that getting buy-in from company leaders was practically 
necessary to affect change within the company. P25, who 
worked at the company for over 10 years, stated that work 
“used to be very much more bottom up in terms of directives, 
but now it’s kind of becoming a little bit more top down.” 
P25 noted that getting buy-in from executives was crucial to 

the success of their recent projects, and that key to this was 
framing accessibility projects as creating a “curb cut” effect: 

[Executives] were very interested in focusing on how we 
can use accessible AI and that whole concept to also have a 
curb cut effect eventually. So it’s an innovative solution that 
looks like it’s been designed for an accessibility purpose, 
but ends up having broad use among all users. . . so it’s not 
just something that’s used for disabled people. 

Balancing Accessibility with Speed Ultimately, many of 
our participants saw value in advancing their work, includ-
ing work at the intersection of AI and accessibility, but 
hoped to fnd the right balance between progress and risk. 
This balance was described eloquently by P14: 

The responsible AI piece is really the tricky part, and I think 
to some degree [our product] shipped and it’s not the most 
accessible tool, we’re still dealing. . . but I think we need to 
fgure out ways to make that these things moving fast and be 
accessible, not in opposition, because as long as we think 
we see accessibility as sort of slowing us down, we’re leav-
ing people behind. and I think that that’s sort of counter to 
[the company’s] mission. 

Discussion 
How AI is Impacting Accessibility 
Our study builds upon prior work in identifying an emerg-
ing set of concerns around how AI-powered systems may 
impact PWD. Our participants noted potential problems that 
appeared in the context of their work, including user in-
terface accessibility issues, stereotypes and representation 
problems, and accessibility issues specifc to emerging inter-
action modalities such as voice. We see value in continuing 
to catalogue these issues, and to explore their impacts both 
from the perspective of end users, as well as understanding 
how these problems manifest within organizations creating 
the technology. 

In addition to identifying new categories of accessibil-
ity problems, our participants noted how the “AI gold rush” 
(Greenstein 2023) can impact PWD in other ways. Our par-
ticipants described how their work was impacted by time 
pressure, reduced resources, staff reductions, and company 
reorganization. As AI is changing how software is created, 
we must continue to grow our understanding of how the op-
erations of software organizations may impact users with 
disabilities. One notable example here is how the increas-
ing complexity of software products, and the organizations 
that create them, result in multiple stakeholders who may 
have differing opinions about where problems lie and whose 
responsibility it is to address them: for example, an accessi-
bility bug that appears on a mobile phone which is running 
an application that is accessing a generative model may be 
mitigated in multiple ways. 

Finally, participants noted that access to information 
about users with disabilities remains a perennial problem. 
This includes the traditional diffculties in recruiting and col-
lecting feedback from disabled participants, a growing need 
for collecting feedback from specifc user groups (e.g., peo-
ple with particular health conditions or physiological char-
acteristics), and the challenge of creating datasets that rep-
resent the diversity of PWD. 



Category Confusion 

A persistent theme across many of our interviews was a gen-
eral lack of clarity about the boundaries between categories 
such as fairness, inclusion, RAI, and accessibility. 

Specifcally, we identify the importance of understanding 
AI harms that impact people with disabilities—including 
problems that disproportionately affect disabled people or 
problems that impact those groups differently. Notably, mul-
tiple participants stated resources and processes related to 
responsible AI frequently focused on a specifc set of iden-
tity categories (race and gender, sometimes age and ethnic-
ity) that often overlooked disability. We see an urgent need 
to incorporate our understanding about disability inclusion 
into mainstream RAI resources and curricula. Furthermore, 
large companies should perhaps examine their processes for 
triaging problems at the intersection of AI and disability, to 
ensure that these problems are not overlooked. 

While we see clear value in teaching AI practitioners 
to understand the needs of users with disabilities, we also 
see an opportunity to develop career paths at the union of 
UX, accessibility, and RAI. Across different roles, our par-
ticipants raised concerns that could be partially addressed 
through education—there is an opportunity to teach RAI and 
AI safety practitioners more about disability, and to teach 
UX and accessibility professionals more about AI. There 
may also be opportunities to develop career paths at the in-
tersection of these felds; much as accessibility practitioners 
sometimes act as specialized versions of UX practitioners, 
we imagine opportunities to create professionals who are 
themselves experts at disability inclusion in AI systems. 

Practitioners’ Knowledge Gaps about Disability 

Throughout our interviews, participants suggested various 
types of information resources that might help them address 
the needs of PWD in their work. While our interviews did 
not go into suffcient depth to answer the specifcs of what 
information resources should be created, we found a consis-
tent set of knowledge gaps that may be addressed. 

First, participants said that they would beneft from hav-
ing guidelines, checklists, and other procedural support to 
ensure that their work would be verifably inclusive of PWD. 
Checklists and similar resources are often discussed in the 
context of responsible AI practices (Leça, Bento, and San-
tos 2024; Madaio et al. 2022); in this context, these resources 
could be extended to cover challenges experienced by PWD 
when using AI. Second, participants noted that they had little 
knowledge of the experiences of PWD, which made it dif-
fcult to anticipate how PWD might use or be impacted by 
a system; while this challenge may be addressed in part by 
increasing the diversity of project teams (Baldassarre et al. 
2025), there may be opportunities to educate practitioners 
to better understand PWD, and thereby more easily predict 
negative impacts. Finally, as noted previously, participants 
did not always have a clear understanding of how to resolve 
problems that they did identify, which may be addressed 
both through information resources and policy changes. 

Limitations and Future Work 
One limitation of this work is that our participants worked 
at a single organization. Thus the experiences of our par-
ticipants were shaped to some degree by the culture of the 
overall company, which may include company-wide policies 
or communications. However, we did recruit participants 
across a variety of job roles, product areas, and with vari-
ous amounts of time spent at the company. In some cases, 
participants mentioned other work that they had performed 
before joining the company—while we did not include these 
examples in our analysis, we note that some participants had 
developed their perspective from experiences at multiple or-
ganizations. This limitation suggests an opportunity for fu-
ture work to expand this investigation across companies with 
different organizational structures, sizes, and cultures. 

A second limitation of the work is that we were typically 
only able to collect data from one member on a particular 
team; thus we were generally unable to triangulate and re-
port experiences across multiple perspectives. Focusing fu-
ture studies on a particular team could provide a richer con-
text to the issues encountered, though at the possible cost of 
presenting less breadth of experiences. 

Finally, we note that in casting a wide net in the job roles 
that we considered as participants, we did not recruit mem-
bers from a specifc job role with similar goals, backgrounds, 
or job requirements. This was intentional, in that we ex-
pected (and found) that challenges of disability inclusion ap-
peared across various job roles. However, this makes it more 
diffcult to generalize between participants. Future research 
may wish to examine the impacts of AI on specifc job roles 
such as UX researchers or accessibility analysts. 

Conclusion 
Growth in AI, and the pervasiveness of AI among soft-
ware systems, raises new questions about how to ensure that 
products are usable by, and accessible to PWD. Our study 
shows that these problems can appear in unexpected ways 
beyond the traditional scope of user interface accessibility. 
This research suggests the need for reevaluating education 
and training around RAI and accessibility, revising launch 
priorities to ensure that PWD are considered as valuable 
stakeholders throughout the process, and continuing to ex-
pand our knowledge base on how AI impacts PWD. 
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Inal, Y.; Rızvanoğlu, K.; and Yesilada, Y. 2019. Web Acces-
sibility in Turkey: Awareness, Understanding and Practices 
of User Experience Professionals. Universal Access in the 
Information Society, 18(2): 387–398. 
Jang, J.; Moharana, S.; Carrington, P.; and Begel, A. 2024. 
“It’s the Only Thing I Can Trust”: Envisioning Large Lan-
guage Model Use by Autistic Workers for Communication 
Assistance. In Proceedings of the CHI Conference on Hu-
man Factors in Computing Systems, 1–18. Honolulu HI 
USA: ACM. ISBN 979-8-4007-0330-0. 
Kirmer, S. 2024. Disability, Accessibility, and AI. 
Kochhar, R. 2023. Which U.S. Workers Are More Exposed 
to AI on Their Jobs? 
Lazar, J.; Dudley-Sponaugle, A.; and Greenidge, K.-D. 
2004. Improving Web Accessibility: A Study of Webmaster 

Perceptions. Computers in Human Behavior, 20(2): 269– 
288. 
Leça, M. d. M.; Bento, M.; and Santos, R. d. S. 2024. 
Responsible AI in the Software Industry: A Practitioner-
Centered Perspective. In Proceedings of ICSE 2025. arXiv 
Preprint. 
Lecher, C. 2018. A Healthcare Algorithm 
Started Cutting Care, and No One Knew Why. 
https://www.theverge.com/2018/3/21/17144260/healthcare-
medicaid-algorithm-arkansas-cerebral-palsy. 
Leitner, M.-L.; Strauss, C.; and Stummer, C. 2016. Web Ac-
cessibility Implementation in Private Sector Organizations: 
Motivations and Business Impact. Universal Access in the 
Information Society, 15(2): 249–260. 
Lysaght, R.; Kranenburg, R.; Armstrong, C.; and Krupa, T. 
2016. Participant Recruitment for Studies on Disability and 
Work: Challenges and Solutions. Journal of Occupational 
Rehabilitation, 26(2): 125–140. 
Mac, R. 2021. Facebook Apologizes After A.I. Puts ‘Pri-
mates’ Label on Video of Black Men. The New York Times. 
Mack, K. A.; Qadri, R.; Denton, R.; Kane, S. K.; and 
Bennett, C. L. 2024. “They Only Care to Show Us the 
Wheelchair”: Disability Representation in Text-to-Image AI 
Models. In Proceedings of the 2024 CHI Conference on 
Human Factors in Computing Systems, CHI ’24, 1–23. New 
York, NY, USA: Association for Computing Machinery. 
ISBN 979-8-4007-0330-0. 
Madaio, M.; Egede, L.; Subramonyam, H.; Wort-
man Vaughan, J.; and Wallach, H. 2022. Assessing 
the Fairness of AI Systems: AI Practitioners’ Processes, 
Challenges, and Needs for Support. Proc. ACM Hum.-
Comput. Interact., 6(CSCW1): 52:1–52:26. 
Madaio, M.; Kapania, S.; Qadri, R.; Wang, D.; Zaldivar, A.; 
Denton, R.; and Wilcox, L. 2024. Learning about Respon-
sible AI On-The-Job: Learning Pathways, Orientations, and 
Aspirations. In The 2024 ACM Conference on Fairness, Ac-
countability, and Transparency, 1544–1558. Rio de Janeiro 
Brazil: ACM. ISBN 979-8-4007-0450-5. 
Magee, L.; Ghahremanlou, L.; Soldatic, K.; and Robertson, 
S. 2021. Intersectional Bias in Causal Language Models. 
arXiv:2107.07691. 
Microsoft. 2025. Responsible AI Principles and Ap-
proach. https://www.microsoft.com/en-us/ai/principles-and-
approach. 
Montgomery, R.; Adams, C.; Campbell, A.; White, 
K.; Spellman, J.; and Storr, F. 2024. W3C Ac-
cessibility Guidelines (WCAG) 3.0 Working Draft. 
https://www.w3.org/TR/wcag-3.0/. 
Newman-Griffs, D.; Rauchberg, J. S.; Alharbi, R.; Hick-
man, L.; and Hochheiser, H. 2023. Defnition Drives Design: 
Disability Models and Mechanisms of Bias in AI Technolo-
gies. First Monday. 
OpenAI Staff. 2025. College Students and ChatGPT Adop-
tion in the US. https://openai.com/global-affairs/college-
students-and-chatgpt/. 

https://openai.com/global-affairs/college
https://www.w3.org/TR/wcag-3.0
https://www.microsoft.com/en-us/ai/principles-and
https://www.theverge.com/2018/3/21/17144260/healthcare
https://www.accessibilityassociation.org
https://ai.google/responsibility/principles


Penuela, R. E. G.; Hu, R.; Lin, S.; Shende, T.; and Azenkot, 
S. 2025. Towards Understanding the Use of MLLM-Enabled 
Applications for Visual Interpretation by Blind and Low Vi-
sion People. arXiv:2503.05899. 
Phutane, M.; Seelam, A.; and Vashistha, A. 2025. 
”Cold, Calculated, and Condescending”: How AI Identi-
fes and Explains Ableism Compared to Disabled People. 
arXiv:2410.03448. 
Putnam, C.; Wozniak, K.; Zefeldt, M. J.; Cheng, J.; Ca-
puto, M.; and Duffeld, C. 2012. How Do Professionals 
Who Create Computing Technologies Consider Accessibil-
ity? In Proceedings of the 14th International ACM SIGAC-
CESS Conference on Computers and Accessibility, ASSETS 
’12, 87–94. New York, NY, USA: Association for Comput-
ing Machinery. ISBN 978-1-4503-1321-6. 
Rakova, B.; Yang, J.; Cramer, H.; and Chowdhury, R. 
2021. Where responsible AI meets reality: Practitioner per-
spectives on enablers for shifting organizational practices. 
Proceedings of the ACM on Human-Computer Interaction, 
5(CSCW1). 
Rismani, S.; and Moon, A. 2023. What does it mean to be a 
responsible AI practitioner: An ontology of roles and skills. 
In Proceedings of the 2023 AAAI/ACM Conference on AI, 
Ethics, and Society, 584–595. 
Rosson, M. B.; Ballin, J. F.; Rode, J.; and Toward, B. 2005. 
“Designing for the Web” Revisited: A Survey of Informal 
and Experienced Web Developers. In Lowe, D.; and Gaedke, 
M., eds., Web Engineering, 522–532. Berlin, Heidelberg: 
Springer. ISBN 978-3-540-31484-4. 
Seixas Pereira, L.; and Duarte, C. 2025. Evaluating and 
Monitoring Digital Accessibility: Practitioners’ Perspec-
tives on Challenges and Opportunities. Universal Access 
in the Information Society. 
Shelby, R.; Rismani, S.; Henne, K.; Moon, Aj.; Ros-
tamzadeh, N.; Nicholas, P.; Yilla-Akbari, N.; Gallegos, J.; 
Smart, A.; Garcia, E.; and Virk, G. 2023. Sociotechnical 
Harms of Algorithmic Systems: Scoping a Taxonomy for 
Harm Reduction. In Proceedings of the 2023 AAAI/ACM 
Conference on AI, Ethics, and Society, AIES ’23, 723–741. 
New York, NY, USA: Association for Computing Machin-
ery. ISBN 979-8-4007-0231-0. 
Shinohara, K.; Kawas, S.; Ko, A. J.; and Ladner, R. E. 2018. 
Who Teaches Accessibility? A Survey of U.S. Computing 
Faculty. In Proceedings of the 49th ACM Technical Sym-
posium on Computer Science Education, SIGCSE ’18, 197– 
202. New York, NY, USA: Association for Computing Ma-
chinery. ISBN 978-1-4503-5103-4. 
Stangl, A.; Morris, M. R.; and Gurari, D. 2020. ”Person, 
Shoes, Tree. Is the Person Naked?” What People with Vision 
Impairments Want in Image Descriptions. In Proceedings of 
the 2020 CHI Conference on Human Factors in Computing 
Systems, CHI ’20, 1–13. New York, NY, USA: Association 
for Computing Machinery. ISBN 978-1-4503-6708-0. 
Tahaei, M.; Constantinides, M.; Quercia, D.; and Muller, M. 
2023. A Systematic Literature Review of Human-Centered, 
Ethical, and Responsible AI. arXiv:2302.05284. 

Torres, C.; Franklin, W.; and Martins, L. 2019. Accessibil-
ity in Chatbots: The State of the Art in Favor of Users with 
Visual Impairment. In Ahram, T. Z.; and Falcão, C., eds., 
Advances in Usability, User Experience and Assistive Tech-
nology, 623–635. Cham: Springer International Publishing. 
ISBN 978-3-319-94947-5. 

Trewin, S.; Basson, S.; Muller, M.; Branham, S.; Treviranus, 
J.; Gruen, D.; Hebert, D.; Lyckowski, N.; and Manser, E. 
2019. Considerations for AI Fairness for People with Dis-
abilities. AI Matters, 5(3): 40–63. 

Valencia, S.; Cave, R.; Kallarackal, K.; Seaver, K.; Terry, 
M.; and Kane, S. K. 2023. “The Less I Type, the Better”: 
How AI Language Models Can Enhance or Impede Com-
munication for AAC Users. In Proceedings of the 2023 CHI 
Conference on Human Factors in Computing Systems, CHI 
’23, 1–14. New York, NY, USA: Association for Computing 
Machinery. ISBN 978-1-4503-9421-5. 

Vanderheiden, G.; and Tobias, J. 1998. Barriers, Incentives 
and Facilitators for Adoption of Universal Design Practices 
by Consumer Product Manufacturers. Proceedings of the 
Human Factors and Ergonomics Society Annual Meeting, 
42(6): 584–588. 

Venkit, P. N.; Srinath, M.; and Wilson, S. 2022. A Study of 
Implicit Bias in Pretrained Language Models against Peo-
ple with Disabilities. In Calzolari, N.; Huang, C.-R.; Kim, 
H.; Pustejovsky, J.; Wanner, L.; Choi, K.-S.; Ryu, P.-M.; 
Chen, H.-H.; Donatelli, L.; Ji, H.; Kurohashi, S.; Paggio, P.; 
Xue, N.; Kim, S.; Hahm, Y.; He, Z.; Lee, T. K.; Santus, E.; 
Bond, F.; and Na, S.-H., eds., Proceedings of the 29th Inter-
national Conference on Computational Linguistics, 1324– 
1332. Gyeongju, Republic of Korea: International Commit-
tee on Computational Linguistics. 

Venkit, P. N.; Srinath, M.; and Wilson, S. 2023. Au-
tomated Ableism: An Exploration of Explicit Disabil-
ity Biases in Sentiment and Toxicity Analysis Models. 
arXiv:2307.09209. 

Wang, Q.; Madaio, M.; Kane, S.; Kapania, S.; Terry, M.; and 
Wilcox, L. 2023. Designing Responsible AI: Adaptations of 
UX Practice to Meet Responsible AI Challenges. In Pro-
ceedings of the 2023 CHI Conference on Human Factors in 
Computing Systems, CHI ’23, 1–16. New York, NY, USA: 
Association for Computing Machinery. ISBN 978-1-4503-
9421-5. 

Weinberg, T.; Kadoma, K.; Penuela, R. E. G.; Valencia, S.; 
and Roumen, T. 2025. Why So Serious? Exploring Timely 
Humorous Comments in AAC Through AI-Powered Inter-
faces. arXiv:2410.16634. 

Whittaker, M.; Alper, M.; Bennett, C. L.; Hendren, S.; Kaz-
iunas, L.; Mills, M.; Morris, M. R.; Rankin, J.; Rogers, E.; 
Salas, M.; and Myers West, S. 2019. Disability, bias, and 
AI. AI Now Institute, 8: 11. 

Widder, D. G.; and Nafus, D. 2023. Dislocated Account-
abilities in the “AI Supply Chain”: Modularity and Develop-
ers’ Notions of Responsibility. Big Data & Society, 10(1): 
20539517231177620. 



Williamson, B. 2019. Accessible America: A History of Dis-
ability and Design. New York: NYU Press, frst edition edi-
tion. ISBN 978-1-4798-9409-3. 
Wu, L.-Y.; Kleiver, A.; and Jain, D. 2024. CARTGPT: Im-
proving CART Captioning Using Large Language Models. 
In Proceedings of the 26th International ACM SIGACCESS 
Conference on Computers and Accessibility, ASSETS ’24, 
1–5. New York, NY, USA: Association for Computing Ma-
chinery. ISBN 979-8-4007-0677-6. 
Xie, J.; Yu, R.; Zhang, H.; Lee, S.; Billah, S. M.; and Carroll, 
J. M. 2024. Emerging Practices for Large Multimodal Model 
(LMM) Assistance for People with Visual Impairments: Im-
plications for Design. arXiv:2407.08882. 
Yesilada, Y.; Brajnik, G.; Vigo, M.; and Harper, S. 2015. 
Exploring Perceptions of Web Accessibility: A Survey Ap-
proach. Behaviour & Information Technology, 34(2): 119– 
134. 
Young, S. 1402326644. I’m Not Your Inspiration, Thank 
You Very Much. 




