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Abstract

This paper proposes a novel algorithm which
learns a formal regular grammar from real-world
continuous data, such as videos or other stream-
ing data. Learning latent terminals, non-terminals,
and productions rules directly from streaming data
allows the construction of a generative model cap-
turing sequential structures with multiple possi-
bilities. Our model is fully differentiable, and
provides easily interpretable results which are im-
portant in order to understand the learned struc-
tures. It outperforms the state-of-the-art on sev-
eral challenging datasets and is more accurate for
forecasting future activities in videos. We plan to
open-source the code.

1. Introduction

Learning a formal grammar from continuous, unstructured
data is a challenging problem. This is especially challenging
when the elements (i.e., terminals) of the grammar to be
learned are not symbolic or discrete (Chomsky, 1956; 1959),
but are higher dimensional vectors, such as representations
from real world data streams (e.g., videos).

Simultaneously, addressing such challenges is necessary
for better automated understanding of streaming data. In
video understanding, such as activity detection, a space-time
convolutional neural network (CNN) (e.g., (Carreira & Zis-
serman, 2017)) generates a representation abstracting local
spatio-temporal information at every time step, forming a
temporal sequence of representations. Learning a grammar
reflecting sequential changes in video representations will
enable explicit and high-level modeling of temporal struc-
ture and relationships between multiple occurring events
in videos. This not only allows for better recognition of
human activities from videos by enforcing the learned gram-
mar to local-level detections, but also enables forecasting
of future representations based on the learned production
rules. It also provides semantic interpretability of the video
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recognition and prediction process.

In this paper, we propose a new approach of modeling a
formal grammar in terms of learnable and differentiable
neural network functions. The objective is to formulate
not only the terminals and non-terminals of our grammar
as learnable representations but also the production rules
generating them as differentiable functions. We provide the
loss function to train our differentiable grammar directly
from data, and present methodologies to take advantage of
it for recognizing and forecasting sequences. Rather than
focusing on non-terminals and production rules to generate
or parse symbolic data (e.g., text strings), our approach al-
lows learning of grammar representations directly on top of
higher-dimensional data stream (e.g., representation vector
sequences). We confirm such capability experimentally by
focusing on learning a differentiable regular grammar from
continuous representations, which can be applied to any
sequential data including outputs of 3-D space-time CNNss.

The primary contributions of our work are:

1. Design of a fully differentiable neural network that
is able to learn the structure (terminals, non-terminals,
and production rules) of a regular grammar.

2. The grammar model is easily interpretable, enabling
understanding of the structures learned from data.

3. We confirm that the approach works on sequential real-
world datasets, and outperforms the state-of-the-art on
challenging benchmarks.

4. We show that the model is able to achieve better results
on future forecasting of human activities which are to
occur subsequently in videos.

The goal of this work is to provide to the research commu-
nity a neural differentiable grammar-based matching and
prediction for video analysis, which is also applicable to
other domains. The results are interpretable which is very
important for real-life decision making scenarios. Further-
more, it can predict with higher accuracy future events,
which is crucial for anticipation and reaction to future ac-
tions, for example for an autonomous robot which interacts
with humans in dynamic environments.
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2. Background

A formal grammar G is defined with four elements: G =
(V,%, P, S) where V is a finite set of non-terminals, 3 is a
finite set of terminals, P is a finite set of production rules,
and S is the starting non-terminal.

In a regular grammar, the production rules P are in the
following forms:

A —aB
A —a (1)
A — e

where A and B are non-terminals in V, a is any terminal in
Y., and € denotes an empty string. A regular grammar is a
type 3 formal grammar in the Chomsky hierarchy.

In this paper, we follow this traditional regular grammar
definition, while extending it by making its terminals, non-
terminals, and production rules represented in terms of dif-
ferentiable neural network functions. Our differentiable
grammar could be interpreted as a particular form of re-
current neural network (RNN). The main difference to the
standard RNNs such as LSTMs and GRUs (Hochreiter &
Schmidhuber, 1997; Cho et al., 2014) is that our grammar
explicitly maintains a set of non-terminal representations
(in contrast to having a single hidden representation in stan-
dard RNNs) and learns multiple distinct production rules
per non-terminal. This not only makes the learned model
more semantically interpretable, but also allows learning
of temporal structures with multiple sequence possibilities.
Our grammar, learned with a randomized production rule
selection function, considers multiple transitions between
abstract non-terminals when matching it with the input se-
quences as well as when generating multiple possible future
sequences.

We also experimentally compare our grammar with previ-
ous models including LSTMs (Hochreiter & Schmidhuber,
1997) and Neural Turing Machines (NTMs) (Graves et al.,
2014) in the experiments section.

3. Approach
3.1. Formulation

We model our formal grammar in terms of latent represen-
tations and differentiable functions mapping to representa-
tions. The parameters of our functions define production
rules, which are learned together with the terminal and non-
terminal representations.

Each non-terminal in V' is a latent representation with fixed
dimensionality, whose actual values are learned based on
the training data. Each terminal in X corresponds to a video
representation that could be obtained at every time step,

R—{1P)

P —(pS) pP S —(R) sP

Figure 1. Example regular grammar giving the sequence of possi-
ble activities in a baseball video. For example, a swing only occurs
after a pitch.

Figure 2. Tllustration of the connection between functions in the
grammar model. ¢ is the gumbel-softmax function and o is the
softmax function.

such as a vector with activity class predictions. This has to
be learned as well. Our production rules are represented as
a pair of two functions:

e f: afunction that maps each non-terminal in V' (e.g.,
A) to a subset of production rules (i.e., the rules for the
current non-terminal) {p;} C P.

e ¢: a function that maps each rule p; to a terminal (e.g.,
a) and the next non-terminal (e.g., B).

f:V—-A{P} )
g:P— (V%)
The combination of the two functions effectively captures
multiple production rules per non-terminal, such as “A —
aB” and “A — aA”. The starting non-terminal S is learned
to be one of the latent representations in V. The functions
are learned from data.

These form a straight forward (recursive) generative model,
which starts from the starting non-terminal S = v" and iter-
atively generates a terminal at every time step. Representing
our production rules as functions allows us to model the
generation of a sequence (i.e., a string) of terminals as the
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repeated application of such functions. At every time step ¢,
let us denote the first function mapping each non-terminal
to a set of production rules as k = f(v?; 0;), and the second
function mapping each rule to a non-terminal/terminal pair
as (v, wt) = g(p;;02) where v € V, and w € X. k is
a latent vector describing the production rule activations
corresponding to v

In its simplest form, we can make our grammar rely only
on one production rule by applying the softmax function
(o) to the activation vector k: p; = o (k). This formulation
makes p; a (soft) one-hot indicator vector selecting the i-th
production rule. Our sequence generation then becomes:

(vt+1,wt) :g(a(f(vt;ﬂl));ﬁg). 3)

We represent each v € V' as a N-dimensional soft one-hot
vector where IV is the number of non-terminals. In the actual
implementation, this is constrained by having a softmax
function as a part of gy, to produce v**!1. Eachw € Y is a
T-dimensional representation we learn to generate, where
T is the dimensionality of the sequential representation at
every time step. This process is shown in Fig. 2.

We further extend Eq. 3 to make the grammar consider
multiple production rules in a randomized fashion during
its learning and generation. More specifically, we use the
Gumbel-Softmax trick (Jang et al., 2017; Maddison et al.,
2017) to replace the softmax in Eq. 3. Treating the activation
vector k as a distribution over production rules, the Gumbel-
Softmax (¢) allows sampling of different production rules:

(00t =g (o105 00):02). @)

In our case, this means that we are learning the grammar
production rules which could be selected/sampled differ-
ently even for the same non-terminal (i.e., v?) while still
maintaining a differentiable process.

The idea behind our grammar formulation is to allow di-
rect training of the parameters governing generation of the
terminals (e.g., video representations in our case), while
representing the process in terms of explicit (differentiable)
production rules. This is in contrast to traditional work
that attempted to extract grammar from already-trained stan-
dard RNNs (Gers & Schmidhuber, 2001) or more recent
neural parsing works using discrete operators (Dyer et al.,
2016) and memory-based RNNs (Graves et al., 2014). Our
formulation also adds interpretability/explainability to our
temporal models learned from data streams, as we confirm
more in the following subsections.

Detailed implementation of production rule functions:
Although any other differentiable functions could be used
for modeling our functions f and g, we use matrix oper-
ations to implement them. Given a matrix of production

rules, W, a N x (R - N) matrix, where R is the maximum
number of production rules per non-terminal, we obtain the
activation vector k with size R - N as:

k= f(v) = oW 5)

We constrain W so that its each column is a vector with
only one non-zero element (i.e., each production rule may
originate from only one non-terminal). In the actual imple-
mentation, W is obtained by modeling it as a N X R matrix
and then inflating it with zeros to have the form of a block
diagonal matrix of size N x (R - N) with the block size
1 x R.

Similarly, the function g mapping each production rule to
the next non-terminal and corresponding terminal is imple-
mented using a (R - N) x N matrix Hy,anda (R-N) x T
matrix Hs:

(Wt w') = g(v') = (o(FHy), FHy) (6)

where F' = ¢(f(v')). With this implementation, learning
the grammar production rules is done by learning the matri-
ces W, Hy, and Hs directly. Figure 4 describes an example.

3.2. Learning

We train our grammar model to minimize the following
binary cross entropy loss:

L= ztlog(wl) + (1 —=2)log(l —wl) (7
t,c

where 2z is the ground truth label vector at time ¢ with
dimensionality |c| and w! is the output of the grammar
model (terminal). In the case where the grammar is used to
predict discrete class labels, 2! becomes a one-hot vector.
Training of our functions f and g (or matrices W, H;, and
Hj) can be done with a straight forward backpropagation
for the simple production rule case of Eq. 3, as it becomes
a deterministic function per non-terminal at each time step.
Backpropagating through the entire sequential application
of our functions also allow learning of the starting non-

terminal representation S = v°.

Learning multiple production rules: In general, our
function f maps a non-terminal to a ‘set’ of production
rules where different rules could be equally valid. This
means that we are required to train the model by generating
many sequences, by taking b rules at each step (b is the
branching factor).

We enumerate through multiple productions rules by ran-
domizing the production rule selection by using the Gumbel-
Softmax trick (Jang et al., 2017; Maddison et al., 2017) as
suggested in the above subsection. This allows for weighted
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Figure 3. Visualization of training the grammar with branching.
The output (r;) of the Gumbel-Softmax (¢) is different for each
branch, producing different strings.

Algorithm 1 The training of the grammar, with multiple
branches
Input: sequence s
Set initial nonterminal v°
fort =0to T do
for ¢ = 0 to current total branches do
Get rules for current nonterminal: k = f(v?)
for b = 0 to Number of branches do
Randomly select a rule: p = ¢(k)
Get next non-terminal and terminal
(o5, wh) = go, (p)
end for
end for
end for
loss = miny, L£(s, wy), min over all branches

random selection of the rules based on the learned rule prob-
abilities. In order the train our grammar model with the
Gumbel-Softmax, we maintain multiple different ‘branches’
of non-terminal selections and terminal generations, and
measure the loss by considering all of them. Algo. 1 and
Figure 3 illustrate the training and branching process. When
generating many branches, we compute the loss for each
generated sequence, then take the minimum loss over the b
branches, effectively choosing the branch that generated the
most similar string:

L=min) 2z loguwp,)+ (1 z.c)log(l —wj,) ()
t,c

where wltxC is the output of the grammar model (terminals)
at time ¢ for class ¢ and branch b. Branches are pruned to
make the process computationally tractable, limiting the
total number of branches we maintain.

3.3. Interpretability

As our model is constrained to use a finite set of non-
terminals, terminals and production rules, it allows for easy
interpretability of the learned grammar structure. We can
conceptually convert the learned production rule matrices
W, Hy, and H, into a discrete set of symbolic production
rules by associating symbols with the learned terminal (and
non-terminal) representations. The matrix W describe the
left-hand side non-terminal of the production rule following
the regular grammar (e.g., A — aB), the matrix Hy de-
scribes the terminal of the production rule (e.g., A — aB),
and the matrix H; corresponds to the right-hand side non-
terminal of the rule (e.g., A — aB). Element values of the
matrix W in particular suggests the probability associated
with the production rule (i.e., it governs the probably of the
corresponding production rule being randomly selected with
Gumbel-Softmax). Fig. 4 shows how we can construct a
grammar from the learned matrices.

Fig. 8 illustrates examples of such interpreted grammar,
learned from a raw baseball video dataset. This was done
by associating symbols with w?! and v,

3.4. Application to video datasets

While application of our differentiable grammar learning
to 1-D data is rather straightforward, when applying this to
more complex continuous data with various contents such
as videos, certain extensions are needed.

To apply the grammar model to videos, we make a few
key changes. The initial non-terminal is learned based on
the video representation. We learn a function v that maps
from the video representation to the initial non-terminal:
S = vy = ¥(q), where ¢ is the output of a video CNN
(e.g., I3D (Carreira & Zisserman, 2017)). We then train
the grammar model as above, where the ground truth is the
sequence of one-hot vector based on the activity labels in
the video.

During inference (which is about predicting frame-level ac-
tivity labels), we generate a sequence by selecting the rule
that best matches the CNN predicted classes. We then mul-
tiply the predictions from the grammar with the predictions
from the CNN. To predict future, yet-unseen actions, we
generate a sequence following the most likely production
rules.

4. Experiments

4.1. Toy Examples

We first confirm that our model is able to learn the rules of
simple, hand-crafted grammars and show how we can easily
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Figure 4. Visualization of the learned toy grammar and how we can construct the grammar from the learned matrices. The non-terminal
v* gives an soft-index into the rule matrix W, which gives probabilities over the rules. The rules give a soft-index into the non-terminal
matrix (H1) and terminal matrix (Hz).

interpret the learned model. Given the simple grammar: 4000 =
—  Ground Truth
A—aB 5 Grammar Model
B = bC | bA =
o
C—cA

o

T-20k Time (hours)

We train a model with 3 terminal symbols (a, b, and c),

3 non-terminal symbols (A, B and C), and 2 production

rules per non-terminal. We can then examine the learned  Figure 5. Results on the AirPolution timeseries data. The left of
grammar structure, shown in Fig. 4. We observe that the the black line is training data, right of it is unseen prediction.
learned starting non-terminal corresponds to ‘A’, and by
following the learned rules, we end up with ‘aB’. From non-
terminal ‘B’, the learned rules go to ‘bA’ or ‘bC’ with 50%

probability. From non-terminal ‘C’, the learned rules go to ) - =
cA’. This confirms that the model is able to learn grammar ,

rules and can easily be interpreted. SEECEE - | s

Sitting Sitting Using phone Stand up Watch TV

4.2. Air Pollution Timeseries Dataset

We further test the algorithm on a timeseries dataset in order
to demonstrate its use to timeseries domain. Figure 6. Examples of videos in Charades dataset.

The Air Polution prediction dataset (Liang et al., 2016) is

intended to predict urban pollution levels. The data provides of 22.14. An LSTM-based model performs at 27.17.
measurements hourly, for 24 hours a day and spans several
years of sensing. This dataset contains several environmen-
tal factors as input features and measures the overall air
pollution (‘PM2.5 concentration’). It contains about 43,000 We further confirm that our method works on 3 real-world,
examples which are split consecutively into train and test ~ challenging activity detection datasets: MLB-YouTube
with a 50:50 ratio. (Piergiovanni & Ryoo, 2018a), Charades (Sigurdsson et al.,
2016b), and MultiTHUMOS (Yeung et al., 2015). All
datasets are evaluated by per-frame mAP. The datasets are
described as follows:

4.3. Activity Detection Experiments

Figure 5 visualizes the prediction results for our model.
As seen it is correctly approximating the actual values (a
portion of the training data is also shown). We evaluate the
model by measuring root mean squared error. By simply ~ MultiTHUMOS: The MultiTHUMOS dataset (Yeung
predicting the last seen value for the remaining data, we get et al., 2015) is a large scale video analysis dataset which has
RMSE of 36.45. Using our grammar model, we get RMSE  frame-level annotations for activity recognition. It is a chal-
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Figure 7. Examples of videos in MultiTHUMOS dataset.

~

lenging dataset and supports dense multi-class annotations
(i.e. per frame), which are also used here for both prediction
and ground truth. It contains 400 videos or about 30 hours
of video and 65 action classes. Examples are shown in Fig.
7.

Charades: The Charades dataset (Sigurdsson et al., 2016b)
is a challenging dataset with unstructured activities in videos.
The videos are everyday activities in a home environment.
It contains 9858 videos and spans 157 classes. Examples
are shown in Fig. 6.

MLB-YouTube: The MLB-YouTube dataset (Piergiovanni
& Ryoo, 2018a) is a challenging video activity recognition
dataset collected from live TV broadcast baseball games
(with many challenges, such as the small resolution of ac-
tivities in question). It further offers the challenge of fine-
grained activity recognition as all potential activities are en-
countered in the same context and environment, unlike many
other datasets which feature more diverse activities which
may also use context for recognition. It has 4290 videos
in 42 hours of video. Additionally, baseball games follow
a rigid structure, making it ideal to evaluate the learned
grammar. Some example frames are shown in Fig. 1.

Implementation Details We implemented our models in
PyTorch. The learning rate was set to 0.1, decayed every 50
epochs by 10, and the models were trained for 400 epochs.
We pruned the number of branches to 2048 by random
selection.

4.4. Results on MLB-Youtube

Table 1 shows the results of the proposed algorithm on
the MLB-Youtube dataset, compared to all state-of-the-art
algorithms including RNNs such as LSTMs and Neural
Turing Machines (NTM). We evaluated the methods in two
different settings: 1) learning grammar on top of features
learned from I3D and 2) on top of a recently proposed
super-events method. The result clearly shows that our
differentiable grammar learning is able to better capture
temporal/sequential information in videos. We also compare
to LSTMs and NTMs using both CNN features (e.g., I3D) as

Table 1. Results on the MLB-YouTube dataset (mAP).

Model mAP
Random 134
13D 342
13D + LSTM 39.4
I3D + NTM (Graves et al., 2014) 36.8
13D class prob + LSTM 37.4
13D class prob + NTM (Graves et al., 2014) 36.8
13D with Grammar (ours) 434

I3D + super-events (Piergiovanni & Ryoo, 2018b)  39.1
I3D + super-events with Grammar (ours) 44.2

Table 2. Results on the MultiTHUMOS dataset (mAP).

Method mAP

Two-stream (Yeung et al., 2015) 27.6
Two-stream + LSTM (Yeung et al., 2015) 28.1

Multi-LSTM (Yeung et al., 2015) 29.6
Predictive-corrective (Dave et al., 2017) 29.7
13D baseline 29.7
13D + LSTM 29.9
I3D + NTM (Graves et al., 2014) 29.8
I3D class prob + LSTM 29.8
13D class prob + NTM (Graves et al., 2014) 29.7
13D with Grammar (ours) 323
I3D + super-events (Piergiovanni & Ryoo, 2018b)  36.4
I3D + super-events with Grammar (ours) 37.7

input and using the predicted class probabilities as input, as
that is more comparable to our grammar model. We find that
the use of class probabilities slightly degrades performance
for LSTMs and NTMs.

4.5. Results on MultiTHUMOS

Table 2 shows results comparing two common methods
with and without the proposed grammar. We also test both
settings as above and compare to the state-of-the-art. In
both settings we can see that use of the learned grammar
outperforms previously known methods.

4.6. Results on Charades

Table 3 has results comparing the proposed grammar to
other prior techniques on the Charades dataset (v1_localize
setting). As seen, this dataset is quite challenging since
recently its detection accuracy was below 10 percent mAP.
Our results here too outperform the state-of-the-art, increas-
ing the accuracy on this dataset to over 20 percent mAP.
We note that there are consistent improvements in both
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Table 3. Detection results on the Charades dataset (Cha-

rades_v1_localize setting).

Table 4. Future prediction on the MultiTHUMOS dataset for vari-

ous time horizons.

Method 2 sec 20 sec
Random 2.6 2.6
Last frame 6.2 2.8
13D + LSTM 8.5 2.9
13D + Grammar (ours) | 10.4 3.5

Table 5. Future prediction on the Charades dataset for various time

horizons.
Method 2 sec 20 sec
Random 2.4 2.4
Last frame 6.8 2.4
13D + LSTM 6.5 2.5
13D + Grammar (ours) 8.6 5.5

Method mAP
Predictive-corrective (Dave et al., 2017) 8.9

Two-stream (Sigurdsson et al., 2016a) 8.94
Two-stream+LSTM (Sigurdsson et al., 2016a) 9.6

R-C3D (Xu et al., 2017) 12.7
Sigurdsson et al. (Sigurdsson et al., 2016a) 12.8
13D baseline 17.2
13D + LSTM 18.1
I3D + NTM (Graves et al., 2014) 17.5
I3D class prob + LSTM 17.6
13D class prob + NTM (Graves et al., 2014) 17.4
13D with Grammar (ours) 18.5
I3D + super-events (Piergiovanni & Ryoo, 2018b)  19.4
I3D + super-events with Grammar (ours) 20.3

settings, similar to the results on MultiTHUMOS and MLB-
YouTube. In particular, the differentiable grammar learning
outperformed previous RNNs including LSTMs and NTMs.

4.7. Future Prediction/Forecasting

As our grammar model is generative, we can apply it to
predict the future, unseen activities. Future prediction is
important, especially for autonomous systems (e.g., robots)
as they need to anticipate potential future activities to re-
spond to. Once the grammar is learned, future sequences
containing unseen activities can be generated by selecting
the most probable production rule at every (future) time
step.

For this experiment we consider predicting at short-term
horizons (in the next 2 seconds), mid-term horizons (next
10 seconds), and more longer-term horizons (in the next
20 seconds). We compare to baselines such as random
guessing, repeatedly predicting the last seen frame, and
an LSTM approach (using I3D features) which has been
commonly used for future frame forecasting. We evaluate
these methods using per-frame mAP.

Table 4 shows the results for future prediction for the Mul-
tiTHUMOS dataset. We confirm the proposed method is
more accurate at future prediction at all future horizons con-
sidered. We note that 10-20 seconds in the future is a very
challenging setting to try to predict especially in the context
of multi-label datasets.

Table 5 shows the results for future prediction for the Cha-
rades dataset. Here too, we can see the proposed grammar
approach is more accurate at future frame prediction, with
predictions at 10 seconds in the future outperforming state-
of-the-art for 2 seconds only. This data is more challenging

by itself, which makes the future prediction even harder.

4.8. Visualization of Learned Grammars

In Figure 4, we illustrate how we convert from the learned
matrices to the grammar and production rules. From the
training data, we know the mapping from terminal symbol
to label. We can then examine the rule matrix, ¥ and the
non-terminals, H to construct the rules.

We also visualize the learned grammar for the MLB-
YouTube dataset, in which interestingly the typical baseball
sequences are learned. Figure 8 is the conceptual visual-
ization of the learned regular grammar. In Figure 9, we
illustrate the actual learned matrices corresponding to one
of the production rules. In Figure 10, we illustrate how all
the learned rules are inferred from the learned matrices.

In Figure 8, we illustrate the learned grammar. We see that
that the learned grammar matches the structure in a baseball
game and the probabilities are similar to the observed data,
confirming that our model is able to learn the correct rule
structure. For example, an activity starts with a pitch which
can be followed by a swing, bunt or a hit. After a hit, foul,
or strike, another pitch follows. The learned grammar is
illustrated with probabilities for each rule in parenthesis.

5. Related work

Chomsky grammars (Chomsky, 1956; 1959) are designed
to represent functional linguistic relationships. They have
found wide applications in defining programming languages,
natural language understanding, and understanding of im-
ages and videos (Socher et al., 2011).

There are early works exploring extracting grammars/state
machines from trained RNNs (Kolen, 1994; Bodén & Wiles,
2000; Tino et al., 1998). Other works have attempted to
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pitch S | pitch B | pitch K | pitch U | pitch Y

(0.5) (0.25) (0.21) (0.03) (0.01)
S — swingH | swing K
(0.68) (0.32)
U— buntH | buntK
(0.76) (0.24)
H— hitP | foul P
(0.42) (0.58)
B — P
K — strike P
Y —  hit by pitch P

Figure 8. The learned grammar from the MLB-Youtube dataset.

For non-terminals with multiple rules, the learned probabilities are
in parenthesis.
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Figure 9. Visualization of one learned non-terminal rule pair. For
simplicity, we only visualize the rules that are applicable for each
non-terminal. ‘-’ denotes terminals and non-terminals that are
never used.

learn ‘neural push down-automata’ to learn context-free
grammars (Sun et al., 2017) or neural Turing Machines
(Graves et al., 2014). However, these works only explored
simple toy experiments, and were not tested on real-world
data.

Some works have explored learning more explicit structures
by forcing states to be discrete and uses pseudo-gradients
to learn grammatical structures (Zeng et al., 1994). How-
ever, they still rely on a standard RNN to learn model the
sequences. It has also been found that LSTMs/RNNs are
able to learn grammars (Gers & Schmidhuber, 2001; Giles
et al., 1995; Das et al., 1992). Different to all these works,
we design a neural network architecture that is able to ex-
plicitly model the structure of a grammar, which leads to
much easier interpretability.

Other works have explored using neural networks to learn
a parser. Socher et al. (2011) parsed scenes by learning to
merge representations. Mayberry & Miikkulainen (1999)
learned a shift-reduce neural network parser and Chen &
Manning (2014) learn a dependency parser as a neural net-
work. While these works learn some grammar structure, it
is difficult to interpret what they are learning.

Within activity recognition, regular and context-free gram-
mars have been used to parse and understand videos (Moore
& Essa, 2002; Pirsiavash & Ramanan, 2014; Ivanov & Bo-
bick, 2000; Ryoo & Aggarwal, 2009; Si et al., 2011). Other
works have extended CFGs such as attribute grammars (Joo
& Chellappa, 2006) or using context-sensitive constraints
and interval logic (Brendel et al., 2011; Kwak et al., 2014).

6. Conclusion

In conclusion, we presented a differentiable model for learn-
ing formal grammars for the purposes of parsing videos
or other streaming data. The learned structures are inter-
pretable which is important for understanding the behavior
of the model and the decisions made. The proposed method
outperforms all prior state-of-the-art techniques on several
challenging benchmarks. Furthermore, it can predict fu-
ture events with higher accuracy, which is necessary for
anticipation and reaction to future actions.

In the future we plan to apply it to even longer horizon
data streams. Further, we aim to enable application of our
differentiable grammar learning to higher-dimensional rep-
resentations, learning them jointly with image/video CNNs
in an end-to-end fashion.
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