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Introduction
Notwithstanding recent advances, neural NLG is still error-prone. To ensure high-quality messages in a multilingual 
& wide-coverage NLG system, human-authored NLG templates are still the easiest way to go.

To alleviate efforts of the template authors, we propose a templatic system enriched by dependency relations.
This allows easy integration of grammatical regularities using a simple grammatical formalism, while at the same time 
maintaining maximum flexibility of the templates, which can combine static and dynamic elements.

System components

(English) (num:$number)  new  (root:NOTIFICATION)
(French) (num:$number) (amod:NOUVEAU) (root:NOTIFICATION)

Static text

Inflecting 
lexemes

Dynamic content 

Dependency 
annotation

Sub-tree’s root

● Lexical features of dynamic content, e.g.
AGR [NUMBER, GENDER, PERSON]
DET [DEFINITENESS, DECLENSION]

Feature unification across dependency arcs
● Dependency analysis using the 

Universal Dependencies framework 

● Lexical & POS constraints:
    e.g. for nouns, set the PERSON feature to third.
● Selection of lexical forms, according to 

grammatical constraints and markedness of 
forms.

Examples and Challenges of Templates with Dependency Annotation
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(Danish/Swedish) (det:$article) (amod:BIG) (root:HOUSE)
Difference between Swedish and Danish is lexical, for the definite article:
● Swedish has feature DECLENSION strong↣ Select noun form huset
● Danish has feature DECLENSION weak ↣ Select noun form hus
● Both have DEFINITENESS definitive ↣ Select adjective form stora 

(French)(nsubj:$agent) (dobj:$pronoun) (aux:AUX) (root:$verb)
● Subject agreement features flow from the subject to the auxiliary (nsubj ↝ root ↝ 

aux), while being parked as covert agreement features in the participle.
● Object agreement flows through the dobj relation under some conditions.
● Selection of auxiliary verb possible through the aux relation.

● Hierarchy of 
attribute types 

Masculine

Common

Unspecified
Gender

Neuter

Feminine

Advantages of the System
● Reuse of template structure for multiple languages:

Dependency parses abstract away from language- 
specific details (at least for similar languages)

● Hybrid templates simplify system design and template 
creation: No need to parse static or irrelevant parts of 
template, making it much easier to get a system up 
and running, and to add new templates.


