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ABSTRACT
Improving user satisfaction is at the forefront of industrial rec-
ommender systems. While significant progress has been made by
utilizing logged implicit data of user-item interactions (i.e., clicks,
dwell/watch time, and other user engagement signals), there has
been a recent surge of interest in measuring and modeling user
satisfaction, as provided by orthogonal data sources. Such data
sources typically originate from responses to user satisfaction sur-
veys, which explicitly ask users to rate their experience with the
system and/or specific items they have consumed in the recent
past. This data can be valuable for measuring and modeling the
degree to which a user has had a satisfactory experience on the
recommendation platform, since what users do (engagement) does
not always align with what users say they want (satisfaction as
measured by surveys).

We focus on a large-scale industrial system trained on user sur-
vey responses to predict user satisfaction. The predictions of the
satisfaction model for each user-item pair, combined with the pre-
dictions of the other models (e.g., engagement-focused ones), are fed
into the ranking component of a real-world recommender system
in deciding items to present to the user. It is therefore imperative
that the satisfaction model does an equally good job on imputing
user satisfaction across slices of users and items, as it would directly
impact which items a user is exposed to. However, the data used
for training satisfaction models is biased in that users are more
likely to respond to a survey when they will respond that they are
more satisfied. When the satisfaction survey responses in slices of
data with high response rate follow a different distribution than
those with low response rate, response rate becomes a confounding
factor for user satisfaction estimation.

We find positive correlation between response rate and ratings in
a large-scale survey dataset collected in our case study. To address
this inherent response rate bias in the satisfaction data, we pro-
pose an inverse propensity weighting approach within a multi-task
learning framework. We extend a simple feed-forward neural net-
work architecture predicting user satisfaction to a shared-bottom
multi-task learning architecture with two tasks: the user satisfac-
tion estimation task, and the response rate estimation task. We
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concurrently train these two tasks, and use the inverse of the pre-
dictions of the response rate task as loss weights for the satisfaction
task to address the response rate bias. We showcase that by doing
this, (i) we can accurately model whether a user will respond to a
survey, (ii) we improve the user satisfaction estimation error for
the data slices with lower response rate while not hurting slices
with higher response rate, and (iii) we demonstrate in live A/B
experiments that applying the resulting satisfaction predictions to
rank recommendations translates to higher user satisfaction.
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1 INTRODUCTION
Recommender systems have historically focused on user engagement-
related metrics, such as click through rate and consumption time
(e.g., dwell time for news articles or videos) [25]. These metrics
assume that the implicit user feedback is indicative of how much
they value their user experience. This assumption has been chal-
lenged recently [6, 9, 17, 24]. In order to better understand and
improve user experience on the platform, recommender systems
have started to rely more on surveys in which users are explicitly
asked to rate their experience on the platform, or specific items they
have recently consumed [7, 8, 13, 16]. For simplicity, we will focus
on the latter kind of surveys, which request explicit point-wise
feedback on items. We will refer to these surveys as satisfaction
surveys throughout the paper.

Compared with implicit feedback, responses to satisfaction sur-
veys on the other hand are scarce. First, it is disruptive to ask users
about every item they recently consumed. Second, survey response
rate can be very low in an environment where primary user inten-
tion is to consume content, not to provide feedback. In our systems,
the measured survey response rate is roughly 2%. As a result, we
only have access to a small amount of survey responses covering
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an extremely small fraction of the user-item pairs on the platform.
Imputation models are therefore required to infer user satisfaction
on all user-item pairs on the platform for scoring/ranking, from
the small set of collected survey responses. We will refer to these
models as satisfaction models.

Building such a model to estimate user satisfaction can be quite
challenging due to the nature of the data itself:

• Sparsity: Although implicit interaction data can be abun-
dant for estimating engagement proxy metrics, by definition
we have access to orders of magnitude fewer data for esti-
mating user satisfaction;

• Response Bias: On top of the low response rate, a user’s
satisfaction level with an item (as measured by the provided
response), tends to correlate with the fact that the user de-
cided to respond to a survey about this item in the first place.
A user tends to respond to a survey only when they feel very
strongly about the item asked. This confounding ultimately
leads to imbalanced data, with most labels indicating being
satisfied with the items presented in surveys.

This paper focuses on the latter challenge, i.e, response bias [18],
with the goal of decoupling true user satisfaction with an item,
from the confounding factor of deciding to respond to the survey.
Similar bias has been studied in econometric models relying on
survey data [1], in which the sample surveyed is not representative
of the entire population. One widely used technique to address
such bias is to use inverse propensity weighting to change the data
distribution to reflect that of the underlying population intended
for the study [10, 11, 15]. It involves creating a propensity model
which estimates the probability of an observed example occurring
in the data, and then weighs the example by the inverse of this
propensity score when training the model estimating the target
treatment effect. This technique creates a pseudo-population where
the treatment is independent of the measured confounders. Trans-
lating this to our setting, the measured confounder is the deciding to
respond variable, and we aim to have a dataset of survey responses
irrespective of the response rate. We therefore build a propensity
model estimating the probability of observing a survey response
for a user-item pair under certain context, and then use the inverse
of these probabilities as weights to adjust the importance of each
survey response example in the satisfaction models.

Although this technique has been widely adopted for correcting
selection bias [20, 22], position bias [23], or exposure bias [14],
and has shown promising results both in traditional econometrics
and survey sampling [11], as well as more recently in learning-
to-rank [12] and recommender systems [4, 19, 26], to the best of
our knowledge, this is the first time to apply it for correcting for
response rate bias, or as a means to improve user satisfaction. In
particular, we offer the following contributions:

• Response rate as a confounder for user satisfaction:
We showcase in a large-scale satisfaction dataset that the
feedback users give in surveys on items they have consumed
tends to correlate with response rate (Section 3).

• User Satisfaction shared-bottom multi-task learning
architecture: We propose a novel architecture adapting a
standalone satisfaction estimation model, to a two-headed
shared-bottom architecture predicting (1) user satisfaction,

and (2) tendency to respond, given the same latent represen-
tation of user-item-context for both tasks, but also utilizing
task-specific parameters (Figure 3(b)).

• Inverse Propensity Weighting Response Bias: We uti-
lize inverse propensity weighting on the predicted response
probabilities for the training of the satisfaction head, which
has not been applied to the best of our knowledge for ad-
dressing response rate bias in user satisfaction (Section 4). To
address the low response rate challenge, we showcase how
balancing the survey impression dataset containing labels
of responses/non-responses, and calibrating the predicted
probabilities, can help training stability and lead to accurate
response rate predictions (Figure 4).

• Satisfaction improvements: We provide evidence from
offline experiments that our approach indeed reduces es-
timation errors of user satisfaction across data slices with
low estimated propensities to respond (Figure 5). We demon-
strate through A/B experiments that applying predictions
from the proposed model to rank top-K recommendations
leads to an overall decrease of dissatisfying user experience.
We also find that the improvement in satisfaction-related
metrics is more accentuated for low-response data slices, as
expected, underlining the importance of paying equal focus
to data slices during training satisfaction models (Figure 6).

2 USER SATISFACTION ESTIMATION
We begin by providing some background on user satisfaction esti-
mation, and introduce notation that will be used throughout this
paper. We then provide details on the architecture of a satisfaction
estimation model used in the large-scale commercial recommender
system which serves as the case study for our work.

2.1 Background: User Satisfaction
Keeping users satisfied with the items they have engaged with is
vital to the success of a recommender system [13]. For this, both
measuring and modeling user satisfaction is imperative. Through-
out the paper, we will assume that the ground truth of user satis-
faction is measured directly from user-provided survey responses.
These surveys are shown uniformly to all users, and ask users to
rate on a scale how satisfying they found a sampled item from
their recent engagement history. Given the sparsity of this data, as
a relatively low percentage of user-item pairs are surveyed, with
even fewer elicited a response, satisfaction models are required in
order to impute satisfaction values for user-item pairs not surveyed
or responded.

To set the context, we will assume for the remainder of this
paper that the predictions of the satisfaction model are utilized
to rank, along with the output of other (standalone or multi-task)
engagement models, what should be the top-K recommendations
for a user u at a context c , ranking items from a corpus I [5, 27]. To
ensure equal user experience on the platform, we need to ensure
the model’s mistakes are not pronounced in certain data slices, for
example, in slices with lower response propensities.
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Figure 1: Average response rate (y-axis) vs. satisfaction level
quantiles (x-axis).

2.2 Notation
We denote by Dr = {(u, i, c, s(u, i, c))} the dataset of responses
to satisfaction surveys. We assume access to features xu , xi , xc
representing the user u ∈ U, item i ∈ I, and the context c ∈ C

respectively. The survey response s falls in a certain range spec-
ified by the feedback type elicited. For example, the user could
be asked to rate the item in a scale from one to five. Let Di =

{(u, i, c, s(u, i, c), r (u, i, c))} be the dataset of survey impressions,
which is a superset of survey responses —Dr ⊂ Di . Here r (u, i, c) ∈
{0, 1} denotes whether the user responded to the survey. If they did,
the response s(u, i, c) is recorded, which is otherwise unknown.

2.3 User Satisfaction Model trained on Survey
Responses

Typically, user satisfaction models are trained on the dataset of
survey responses, Dr , corresponding to Figure 2(a). The objective
of such a machine learning model is to learn parameters θ such
that the prediction error between the predicted survey responses
and the ground truth responses is minimized,

L(θ ) =
∑

(u,i,c)∈Dr

ℓr (s(u, i, c), ŝ(u, i, c;θ )) (1)

where ℓr denotes the loss used, and ŝ is the imputed survey re-
sponse. We can consider any loss function for ℓ. Commonly used
loss functions include logistic loss when mapping the survey re-
sponses to a binary label by specifying a threshold of satisfaction,
or square loss to predict the raw survey response value. In terms
of the model parameterization to predict ŝ , we will assume a deep
neural network architecture like the one illustrated in Figure 3(a).
This architecture learns the non-linear function mapping of (user,
item, context) representations to survey response values. The user
is represented by dense and sparse features summarizing their re-
cent activity and profile (i.e., indicating their tendency to interact
with fresh content, their favorite topics, their interaction history
length, location, etc.). The item is represented by features charac-
terizing it, such as topic, item age, overall popularity. The context
features can indicate the device the user is using, the time of the
day, and so on. Each of these features is embedded/projected into
dense vectors, with each feature embedding having potentially

different dimensions. Concretely, the concatenation of the user em-
beddings xu , item embeddings xi , and context embeddings xc , is
passed to a feed-forward architecture consisting of Rectified Linear
Units (ReLU) layers. Finally, a linear layer (or one with logistic
transformation, if binary labels are utilized) maps the output of the
feed-forward network to the survey responses. Embeddings, along
with all other model parameters are learned jointly through gradi-
ent back-propagation. Other model architectures can be explored;
it is however not the scope of this work, and we refer readers to
[16] for references on modeling choices. It is worth noting though
that due to the data sparsity, highly parameterized architectures
could lead to over-fitting. In Section 4, we build our method on top
of this architecture, but our approach is agnostic to the underlying
architecture choices.

3 A CAUSAL FRAMEWORK FOR USER
SATISFACTION

The dataset Dr only provides us measurements of user satisfaction
on items at certain contexts when users decide to respond, i.e., when
r (u, i, c) = 1, but not on the others. Since the response s(u, i, c)
is not independent of r (u, i, c) without knowing the underlying
confounders, it creates a biased dataset commonly referred to as
missing-not-at-random (MNAR) [21].

Formally, we can pose this in a causal framework, as illustrated in
Figure 2(b). Given a survey impression, the user decides if they want
to respond, and if they do (r = 1), we observe the survey response.
Both variables of ‘decide to respond’ and ‘survey response’ have
the common cause of confounders Z . Intuitively, variables affecting
the inherent preference of the user to the item would affect both
whether the user will respond, and the response value itself. As a
result, the unobserved survey responses are not missing-at-random.
We validate this point in Figure 1 by analyzing survey impressions
data from an industrial recommender system. Slicing the survey
impressions based on their satisfaction survey score, we can see
that the higher this score, the higher the response rate, and vice-
versa, making the case for the existence of response rate bias in
real-world satisfaction data.

To address this confounding, ideally wewould like access to some
intervention, in which we externally set the decide-to-respond vari-
able, i.e., do(Decide to respond=1), forcing users to always respond.
This way, we can see in Figure 2(c), that the arrow from the latent
confounderZ to the decide-to-respond variable, as well as the arrow
from survey impression to decide-to-respond, are dropped. This re-
sults in deconfounding satisfaction estimation from the confounder
and the response rate bias.

4 INVERSE PROPENSITY WEIGHTING AS A
DEBIASING MECHANISM FROM RESPONSE
RATE BIAS

Without such an intervention mechanism, we propose to use inverse
propensity weighting to de-bias user satisfaction estimation from
response bias. Let us denote with P(r (u, i, c) = 1|xu , xi , xc ) the
propensity score of user u deciding to respond to a survey on
item i at context c . The propensity scores are typically learned in
econometrics using an independent logistic regression model [11],
and then are utilized as inverse weights in the training of the main
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Figure 2: (a) User satisfaction models are trained only on survey responses, ignoring the response rate bias. (b) Causal model
demonstrating that deciding to respond is a cause for survey response, and both ‘decide to respond’ and ‘survey response’
are coupled by the confounder variable Z. (c) Ideally, we would like to have access to a do-dataset, where we set do(Decide to
respond=1), as in this case we have removed the confounder variable and the deciding to respond (response rate) bias.

estimation task,

Lr (θ ) =
∑

(u,i,c)∈Dr

1
P(r (u, i, c) = 1|xu , xi , xc )

ℓr (s(u, i, c), ŝ(u, i, c;θ ).

(2)
The estimation of the survey response becomes unbiased when the
propensity scores are accurate.

In Figure 3(b) we illustrate our proposed solution. Instead of
building an independent logistic propensity model, we extend the
standalone satisfaction model described in Section 2.3 to a multi-
task learning framework. Our new model has a shared-bottom
two-headed architecture [2] — the two heads share input embed-
dings, but also have task-specific parameters. The left tower in
Figure 3(b) represents the user satisfaction task trained on survey
responsesDr— ignoring the right tower, this architecture is exactly
the same as Figure 3(a). The right tower represents the response
rate task trained on survey impressions Di , predicting the contex-
tual propensity scores in [0, 1] of deciding to respond. The response
rate tower takes as input the same embeddings of user, item and
context features xu , xi , xc as those input to the satisfaction task,
and maps them through its own task-specific ReLU layers and a
final logistic layer to predict the probability of deciding-to-respond
r (u, i, c). That is,

Li (θ ) =
∑

(u,i,c)∈Di

r (u, i, c) log P(r (u, i, c) = 1|xu , xi , xc ;θ )

+ (1 − r (u, i, c)) log (1 − P(r (u, i, c) = 1|xu , xi , xc ;θ )) . (3)

The loss of the satisfaction task is changed from the one in Equa-
tion (1), to a weighted loss, utilizing as weights the inverse of the
response rate head predictions, as specified in Equation (2). The

parameters of both tasks, as well as the common embeddings, are
learned concurrently, with the total loss being the sum of the two
tasks’ losses, i.e., Lr (θ ) + Li (θ ).

Given the importance of having accurate propensity scores so to
de-bias user satisfaction from response rate, we needed to combat
training challenges associated with the extreme sparsity of sur-
vey responses out of survey impressions. In the large-scale data
we used, users responded to roughly 2% of surveys, making this
a highly imbalanced dataset. We experimented with two training
schemes for the response rate head, and show their results in Figure
4: training on (a) the actual imbalanced Di data, and (b) balanced
data by sub-sampling the non-responded surveys to have 1:1 ratios
of responses to non-responses, but calibrating the propensity pre-
dictions to match the ground truth ones in the original Di dataset
[3]. We observed a clear win of strategy (b) for learning an accurate
propensity model, converging much faster and reaching a higher
AUC ROC.

To address the known issue of increased variance the inverse
propensity weighting technique introduces, we clip the inverse
weights so they are always within a certain range, at the cost of
not reaching a fully unbiased estimate [12]. In practice, we found
using as maximum and minimum values the inverse of the 25-
percentile and 75-percentile of the response rate prediction gave
good empirical results for our experiments.

In Figure 5, we showcase the promise of our approach in of-
fline experiments, comparing it with the standalone model ignoring
the response rate bias as shown in Figure 3(a). We slice the satis-
faction model’s estimation error across the predicted propensities
of deciding-to-respond, where we define here as error the Mean
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Figure 3: (a) Feed-forward User Satisfaction Imputation Model trained on survey responses. (b) Proposed Shared-bottom User
Satisfaction model, trained with two-tasks: user satisfaction and response rate, using inverse propensity weighting.

Figure 4: AUC-ROC of Response Rate Head in test set (y-
axis) as training progresses (x-axis) for the two schemes.

Figure 5: Offline comparison in terms of Mean Squared Er-
ror (MSE) of standalone satisfaction model with the pro-
posed inverse propensity weighting (ips) approach across
predicted propensities to respond ranging from0 to 1. Lower
MSE values are better.

Squared Error (MSE) of the predicted survey responses and the
ground truth. We find that not only we improve the data slices with

lower propensities to respond, but we also do not hurt the slices
with higher response propensity.

We also tested in live traffic our approach, compared with the
standalone satisfaction model. If we hash the user cookies to ran-
dom buckets and consider their corresponding response rates, i.e.,
number of times users responded to surveys out of number of times
surveys were shown to them, we can see how our approach affects
live satisfaction metrics across response rate buckets. Particularly,
we computed the quantiles of these response rates, and for each of
them calculated the percentage difference in live metrics indicating
dissatisfying experience.
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Figure 6: A/B experiment results, comparing standalone sat-
isfaction model with our proposed approach.

We can see in Figure 6 that the decrease of non-satisfying engage-
ment is much more pronounced in the lower quantile of response
rates, but is observed nonetheless in almost all response rate buckets.
In the highest response rate quantile, we do indeed notice a slight
increase of non-satisfying experience, but this is a much lower loss
compared to the intended gain of decreasing non-satisfying experi-
ences across all other response rate groups. Finally, although not
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shown here, the overall live metrics of non-satisfying experience
decrease significantly.

5 CONCLUSION
In this paper, we considered the problem of estimating user satisfac-
tion based on survey data, which is at the forefront of large-scale
industrial recommender systems. We emphasized that the data used
to train such user satisfaction models are inherently biased, as users
are more likely to respond to a survey when they will respond that
they are more satisfied. We provide empirical evidence of the bias
in a real-world large scale dataset. We also posed the existence of
this response rate bias in a causal framework. At the absence of
intervention data to deconfound, we instead proposed to utilize
the inverse propensity weighting technique to reweigh survey re-
sponse examples by the inverse of their corresponding propensities
to respond. To do this, we introduced a shared bottom two-headed
architecture, where both satisfaction and response rate tasks are
learned concurrently, and the inverse predictions of the latter are
used as weights for the loss of the former. We showed via both of-
fline and live A/B experiments the merit of our approach. The model
estimation error is decreased for lower propensity-to-respond slices.
Live metrics indicate that non-satisfying experiences are decreased
overall, and the decrease is much more pronounced in slices with
lower propensities to respond, as expected.
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