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Abstract: We present a method for jointly training the estimation of depth, ego-
motion, and a dense 3D translation field of objects relative to the scene, with
monocular photometric consistency being the sole source of supervision. We
show that this apparently heavily underdetermined problem can be regularized
by imposing the following prior knowledge about 3D translation fields: they are
sparse, since most of the scene is static, and they tend to be piecewise constant for
rigid moving objects. We show that this regularization alone is sufficient to train
monocular depth prediction models that exceed the accuracy achieved in prior
work for dynamic scenes, including methods that require semantic input. '
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1 Introduction

Understanding 3D geometry and object motion from camera images is an important problem for
robotics applications, including autonomous vehicles [1] and drones [2]. While robotic systems
are often equipped with various sensors, depth prediction from images remains appealing in that it
solely requires an optical camera, which is a very cheap and robust sensor. Object motion estimation
is a nontrivial problem across various sensors.

Estimating depth and object motion in 3D given a monocular video stream is an ill-posed problem,
and generally heavily relies on prior knowledge. The latter is readily provided by deep networks,
that can learn the priors through training on large collections of data.

Multiple methods have been devised for providing supervision to these networks. While depth
prediction networks can be supervised by sensors [3, 4, 5], datasets providing object 3D motion
supervision for image sequences are scarce. Self-supervised methods, which rely mainly on the
monocular video itself for supervision, have been attracting increasing attention recently [6, 7, 8, 9,
10, 11, 12, 13], due to the virtually unlimited abundance of unlabeled video data.
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Figure 1: Depth prediction (for each frame separately) and motion map prediction (for a pair of frames), shown
on a training video from YouTube. The total 3D motion map is obtained by adding the learned camera motion
vector to the object motion map. Note that the motion map is mostly zero, and nearly constant throughout a
moving object. This is a result of the motion regularizers used.

1Code is available at github.com/google-research/google-research/tree/master/depth_and_motion_learning


https://github.com/google-research/google-research/tree/master/depth_and_motion_learning

Self-supervised learning of depth estimation is based on principles of structure from motion (SfM):
When the same scene is observed from two different positions, the views will be consistent if a
correct depth is assigned to each pixel, and the camera movement is correctly estimated. As such,
these methods tend to suffer from many of the challenges of SfM: textureless areas, occlusions,
reflections, and — perhaps above all — moving objects. Complete view consistency can only be
achieved if the motion of every object between the capture times of the two frames is correctly
accounted for. If any point in the scene is presumed to be in motion, it carries four unknowns
(depth and three motion components), which is far too many for epipolar geometry constraints to
disambiguate. Self-supervised methods thus often rely on additional cues.

One source of additional information is semantics [12]. Movable objects, such as vehicles can
be identified using an auxiliary segmentation model, and a network can be trained to estimate the
motion of each object separately. However such techniques depend on access to an auxiliary seg-
mentation model, capable of segmenting out all classes of movable objects to appear in the video.

Other approaches utilize different types of prior knowledge. For example, a common case of object
motion in the self-driving setting is where the observing car follows another car, at approximately
the same velocity. The observed car thus appears static. Godard et al. [13] propose a method
that identifies this case by detecting regions that do not change between frames and excludes these
regions from the photometric consistency loss. It is a very common case in the KITTI dataset,
and addressing it results in significant improvements in depth estimation metrics. Yet, the method
remains limited to only one specific type of object motion.

Lastly, there are approaches where optical flow is learned jointly with depth, unsupervised [14].
However, stereo input is used to disambiguate the depth prediction problem.

The main contribution of this paper is a method for learning jointly depth, ego-motion and a dense
object motion map in 3D from monocular video only, where unlike prior work, our method:

* Does not utilize any auxiliary signals apart from the monocular video itself: neither seman-
tic signals, nor stereo, nor any kind of groundtruth.

» Accounts for any object motion pattern that can be approximated by a rigid object transla-
tion in an arbitrary direction.

A key contribution of our paper is a novel regularization method for the residual translation fields,
based on the % norm, which casts the residual motion field into the desired pattern described above.

In our method, a deep network predicts a dense 3D translation field (from a pair of frames). The
translation field can be decomposed to the sum of background translation relative to the camera (due
to ego-motion), which is constant, and an object translation field, which accounts for the motion
of every point in the field of view relative to the scene. Another network predicts depth for each
pixel (from each frame separately), totaling four predicted quantities per pixel. Figure 1 illustrates
the depth and translation fields. At inference time, depth is obtained from a single frame, whereas
camera motion and the object translation field are obtained from a pair of frames.

Since we aim to only use a monocular video for supervision, this problem requires significant
amounts of regularization. We aim to strike the right balance between regularizing sufficiently, while
at the same time preserving the ability to model diverse and complex motion patterns in highly dy-
namic scenes. We achieve this by utilizing two observations about the nature of residual translation
fields: (1) They are sparse, since typically most of the pixels in a frame belong to the background or
static objects, and (2) They tend to be constant throughout a rigid moving object in 3D space.

We evaluate the performance of the method on four challenging datasets with dynamic scenes. We
establish new state-of-the-art results for unsupervised depth prediction on Cityscapes [15] and the
Waymo Open Dataset [16], and match the state of the art on KITTI? [17]. To further demonstrate
the generality of our approach, we also train and qualitatively evaluate our model on a collection of
public YouTube videos taken with hand-held cameras while walking in a variety of environments.
Qualitative results from all the above datasets are shown in Figure 2.

2Since dynamic scenes are rare in the KITTI dataset, the improvements of our method on this benchmark
are less pronounced.
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Figure 2: Qualitative results of our unsupervised monocular depth and 3D object motion map learning in
dynamic scenes across all datasets: Cityscapes, KITTI, Waymo Open Dataset and YouTube.



2 Related Work

Structure from Motion and Multiview Stereo. Depth estimation is an important task for 3D scene
understanding and robotics. Traditional computer vision approaches rely on identifying correspon-
dences between keypoints in two or more images of the same scene and using epipolar geometry to
solve for their depths [18, 19, 20]. These methods yield sparse depth maps. They can be applied to
dynamic scenes in a multi-camera setting (“multiview stereo”), or to static scenes in a single moving
camera setting (“structure from motion”). Please see [21] for a detailed survey.

Depth Estimation. In deep-learning based approaches [3, 4, 22, 5, 23], a deep network predicts
a dense depth map. These networks can be trained by direct supervision, such as through LiDAR
sensors. Similar approaches are used for other dense predictions such as surface normals [24, 25].
More recently, deep-learning approaches have been used in conjunction with classical computer
vision techniques to learn depth and ego-motion prediction [6, 26, 27, 28, 29, 7]. Instead of iden-
tifying keypoints in scenes and finding correspondences, deep networks predict dense depth maps
and camera motion, and these are used for differentiably warping pixels from one view to another.
By applying photometric consistency losses on a transformed and the corresponding reference view,
a supervision signal for the model is derived. A lot of progress in monocular depth learning has fol-
lowed [28, 30, 29, 7, 31, 12, 32], and some work proposed to use stereo inputs for training, with the
purpose of producing more accurate monocular depth at inference [27, 28, 14, 31, 33]. Alternative
approaches learn to produce the stereo disparity [34, 35, 36], or apply depth completion from an
online depth sensor [37, 38].

Depth and Motion. When the camera and objects move with respect to the scene, enforcing con-
sistency across views requires estimating motion of both the camera as well as individual objects.
As estimating depth in dynamic scenes is very challenging, many approaches have used multiple
views to obtain depth [39, 40]. Several approaches have recently been proposed for simultaneously
learning depth, camera motion, and object motion from monocular videos. Yin et al. [7] and Zhou
et al. [9] learn to jointly predict depth, ego-motion and optical flow. The first stage of their method
estimates depth and camera motion, and thus the optical flow induced by camera motion. A second
stage estimates the residual optical flow due to object motion relative to the scene. The residual flow
is used to mask out moving objects and to reason about occlusions. Luo ef al. [10] also jointly opti-
mize depth, camera motion, and optical flow estimation, using a holistic motion parser. Stereo input
is used to disambiguate the depth prediction training. Casser et al. [12, 41] estimate the motion of
objects in the scenes, with the assistance of pre-trained segmentation models, leading to significant
improvement in depth estimation for moving objects. Gordon et al. [11] introduce a differentiable
way of handling occlusions but still require an auxiliary segmentation model for moving objects. Li
et al. [32] are able to handle scenes with moving people but require human-segmentation masks and
relies on a dataset with “static” people, observed from multiple views. Godard et al. [13] address
object motion by detecting cases where an object is static with respect to the camera (i. e. moving
at the same speed), which addresses a very common case of object motion observed from vehicles
in traffic. Our work provides a more general way of performing unsupervised depth learning in dy-
namic scenes; unlike previous work, we do not need to segment out objects in order to estimate their
motion, nor do we assume stereo data. Unlike prior work that uses residual optical flow to reason
about moving objects and occlusions, our method directly regularizes motion in 3D, which turns out
to lead to better depth prediction accuracy.

3 Method

In our approach, depth, ego-motion, and object motion are learned simultaneously from monocular
videos using self-supervision. We use pairs of adjacent video frames (I, and I,) as training data.
Our depth network predicts a depth map D(u,v) (where u and v are the image coordinates) at the
original resolution from a single image, and we apply it independently on each of the two frames.
The two depth maps are concatenated with I, and Iy, in the channel dimension and are fed into a
motion prediction network (Figure 1). The latter predicts a 3D translation map T,p;(u,v) at the
original resolution for the moving objects and a 6D ego-motion vector Mego. Mego consists of the
3 Euler angles that parameterize the 3D rotation matrix R and elements of the 3D translation vector
Ttgo. The object motion relative to the camera is defined as rotation R followed by a translation

T'(u,v) = Topj(u, v) + Tego. (1



We propose new motion regularization losses on T'(u,v) (Sec. 3.2.1) which facilitate training in
highly dynamic scenes. The overall training setup is shown in Figure 3. Figure 2 visualizes examples
of the learned motion 7,1, (u, v) and disparity d(u,v) = 1/D(u,v) per frame.
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Figure 3: Overall training setup. A depth network is independently applied on two adjacent RGB frames,
I, and Iy, to produce the depth maps, D, and Dy,. The depth maps together with the two original images
are fed into the motion network, which decomposes the motion into a global ego-motion estimate M.y, and
a spatial object motion map Top;. Given motion and depth estimates, a differentiable view transformer allows
transitioning between them. Losses are highlighted in red. For example, we use a motion regularization loss
(Section 3.2.1) on the motion map, and a motion cycle consistency loss and a photometric consistency loss
(Section 3.2.3). At inference time, a depth map is obtained from a single frame, whereas a 3D motion map and
ego-motion are obtained from two consecutive frames.
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3.1 Depth and Motion Networks

Our depth network is an encoder-decoder architecture, identical to the one in Ref. [6], with the only
difference that we use a softplus activation function for the depth, z(¢) = log(1 + e’). In addition,
randomized layer normalization [11] is applied before each relu activation in the network.

The input to the motion network is a pair of consecutive frames, concatenated along the channel
dimension. The motion prediction is similar to the one in Ref. [11], with the difference that each
input image has four channels: The three RGB channels, and the predicted depth as the fourth
channel. The rationale is that having depth as a fourth channel, even if predicted rather than exactly
measured, provides helpful signals for the task of estimating motion in 3D.

3.2 Losses

Training is driven by a number of self-supervised losses as is standard in monocular or stereo-
based unsupervised depth and ego-motion learning. The total loss is the sum of three components,
the motion regularization, the depth regularization, and the consistency regularization. The motion
regularization and consistency regularization are applied twice on the frame pair, and the frame order
is reversed in the second application. The depth regularization is applied independently on each one
of pair. We describe the losses below, starting with the motion regularization losses, which are a key
contribution of this work.

3.2.1 Motion Regularization

The regularization Lyeg mot on the motion map Top;(u,v) consists of the group smoothness loss
Ly and the Ly /2 sparsity loss. The group smoothness loss Lg; on Topj(u, v) minimizes changes
within the moving areas, encouraging the motion map to be nearly constant throughout a moving
object. This is done in anticipation that moving objects are mostly rigid. It is defined as:

Ly [T( = Z //\/ (0uT; (u, v) gus (00T (u, v))2dudv 2)

ie{z,y,z}

The L /5 sparsity loss on Typj(u, v) is defined as:

LipTwo)]=2 3 (T / / VT T(a 0)| /T dudo 3
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where (|T;|) is the spatial average of |T;(u, v)|. The coefficients are designed in this way so that the
regularization is self-normalizing. In addition, it approaches L; for small T'(u, v), and its strength
becomes weaker for larger T'(u, v). We visualize its behavior in the Supplemental Material. Overall,
the L, /5 loss encourages more sparsity than the L loss.

The final motion regularization loss is a combination of the above losses:
Lreg,mot = amotLgl [Tobj(ua U)] + /BmotLl/Q[Tobj(ua U)] (4)
where a0t and Bt are hyperparameters.

Strictly speaking, a piecewise-constant Top;(u, v) can describe any scene where objects are mov-
ing in pure translation relative to the background. However, when objects are rotating, the residual
translation field is generally not constant throughout them. Since fast rotation of objects relative to
the background is uncommon, especially in road traffic, we expect the piecewise-constant approxi-
mation to be appropriate.

3.2.2 Depth Regularization

We apply a standard edge-aware smoothness regularization on the disparity maps d(u,v) as de-
scribed in Godard et al. [27]. In other words, the regularization is weaker around pixels where color
variation is higher:

Lreg,dep = Oldep //(‘8ud(u7v)‘e_‘auuu’v)‘ + |8ud(u7’U)|€_‘avl(u’v)‘)dudv (5)
where agep is a hyperparameter.

3.2.3 Consistency Regularization

The consistency regularization is the sum of the motion cycle consistency loss Lcy. and the
occlusion-aware photometric consistency loss Lygp,. Lcyc encourages the forward and backward
motion between any pair of frames to be the opposite of each other.

L —a ||RRiIlV - 1”2 + ﬁ / ||Rian(u7 U) + T‘inv(uwarrn ’Uwarp)H2
g IR =12+ Ry — 127 [T (u, 0)[I? + || Tin (twarp, Vwarp) ||

dudv

(6)
where the ‘inv’ subscript indicates that the same quantity was obtained with the input frames re-
versed in order. oy and .y are hyperparameters.

L1, encourages photometric consistency of corresponding areas in the two input frames. Similar to
prior works, it is a sum of a L1 loss and a SSIM structural similarity loss in the RGB space.

1 — SSIM(L, Tyay
Lrgb = Qrgb // |I(u7 ’U) - IW&YP(“v U)| 1D(u,v)>Dwa,.p(u,v)dUdU + Brgb 2( p)

where Iand Ly, are the original image and warped image, 1p(u,v)> Dya.p (u,v) 1S @ mask introduced
in Gordon et al. [11] to address occlusions. ag1, and B,1, are hyperparameters.

(7

The frame warping is calculated using the camera intrinsic matrix K, the rotation matrix R, and the
camera translation vector T as z'p’ = KRK ~!zp + KT. Here p and z are the homogeneous pixel
coordinates and the depth, and their primed counterparts are warped ones in the new frame.

4 Experiments

In this section, we present results on a variety of datasets, including Cityscapes, KITTI, Waymo
Open Dataset and a collection of videos taken with moving cameras from YouTube. For all our
experiments, the encoder part of the depth network is initialized from a network pretrained on Im-
ageNet [42]. The camera intrinsic matrices are provided in all datasets except for Youtube videos,
where they are learned as part of our models. The hyperparameter values we used are the same for
all experiments and are given in the supplementary material.

The inference time of our depth prediction model is about 5.3ms per frame of resolution 480x192, at
a batch size of 1 on a NVIDIA V100 GPU (unoptimized), which is equivalent to roughly 190 frames
per second. As far as we are aware, this is among the fastest methods.



4.1 Cityscapes

The Cityscapes [15] dataset is an urban driving dataset, which is quite challenging for unsupervised
monocular depth estimation, because of the prevalence of dynamic scenes. As a result, not many
works published results on this dataset, with few exceptions [12, 11, 43]. We use standard evaluation
protocols as in prior work [12, 43]. For training we combine the densely and coarsely annotated
splits to obtain 22,973 image-pairs. For evaluation, we use the 1,525 test images. The evaluation
uses the code and methodology from Struct2Depth [12].

[ Method | Uses semantics? [| AbsRel | SqRel | RMSE [ RMSElog [[ § <1.25 [ § <1.25% | § <1.25% |
Struct2Depth [12] Yes 0.145 [ 1.737 [ 7.28 0.205 0.813 0.942 0.978
Gordon [11] Yes 0.127 133 | 6.96 0.195 0.830 0.947 0.981
Pilzer [43] No 0440 | 604 | 544 0.398 0.730 0.887 0.944
Ours No 0119 | 129 | 698 0.190 0.846 0.952 0.982

Table 1: Performance comparison of unsupervised single-view depth learning approaches, for models trained
and evaluated on Cityscapes using the standard split. The depth cutoff is 80m. Our model uses a resolution of
416 x 128 for input/output. The ‘uses semantics’ column indicates whether the corresponding method requires
a pretrained mask network to help identify moving objects. Our approach does not use semantics information.
‘Abs Rel’, ‘Sq Rel’, ‘RMSE’, and ‘RMSE log’ denotes mean absolute error, squared error, root mean squared
error, and root mean squared logarithmic error respectively. § < x denotes the fraction with the ratio between
groundtruth and prediction values between x and 1/z. For the red metrics, lower is better; for the green metrics,
higher is better.

[ Method | AbsRel [ SqRel [ RMSE [ RMSE log |
Ours, Ly /5, without depth prediction inputs 0.125 1.41 7.39 0.200
Ours, L instead of Ly /o 0.125 1.37 7.33 0.199
Ours, Ly /o 0.119 1.29 6.98 0.190
Ours, L4 /2, with mask 0.119 1.36 6.89 0.188

Table 2: Ablation study on Cityscapes. L5 is the loss term defined in Eq. 3. ‘with mask’ means using a
pretrained segmentation model to identify regions of potentially moving objects, as in prior work [12].

Table 1 compares the performance of our approach with prior works which reported results on
Cityscapes. Our method is able to outperform all prior methods except for the metric (RMSE)
compared to Ref. [11]. However the latter method uses semantic cues.

Table 2 shows an ablation study on this dataset, as it contains many dynamic scenes. If we do not
feed the depth predictions into the motion network, performance deteriorates - ‘Abs Rel’ increases
by about 0.006. If we use the L, loss instead of the Ly loss to regularize the object motion map,
‘Abs Rel’ also increases by about 0.006. We also tried augmenting our approach with a detection
model pretrained in the COCO [44] dataset. This model produces a mask for each image which
is applied onto the object motion map. However, the detection model does not cause noticeable
improvements for depth estimation.

4.2 KITTI

The KITTI [17] dataset is collected in urban environments and is a popular benchmark for depth and
ego-motion estimation. It is accompanied with LiDAR data, which is used for evaluation only. While
KITTI only has a small number of dynamic scenes, it is a very common dataset for evaluating depth
models. We follow the Eigen split with 22,600 training image pairs and 697 evaluation pairs. We
use the standard evaluation protocol, established by Zhou et al. [6] and adopted by many subsequent
works. Table 3 shows that the performance of our model is on par with the state of the art.

4.3 Waymo Open Dataset

The Waymo Open Dataset [16] is currently one of the largest and most diverse publicly released
autonomous driving datasets. Its scenes are not only dynamic but also comprise nighttime driving
and diverse weather conditions. We experiment on this dataset to showcase the generality of our
method. For training, we take 100, 000 image-pairs from 1, 000 front camera video sequences. For



Method [ Uses semantics? || Abs Rel | SqRel | RMSE | RMSElog [[ 6 < 1.25 [ 6 < 1.25% [ § < 1.25° |

Struct2Depth [12] Yes 0.141 1.026 | 5.291 0.2153 0.8160 0.9452 0.9791
Gordon [11] Yes 0.128 0.959 5.23 0.212 0.845 0.947 0.976
Yang [10] No 0.141 1.029 | 5.350 0.216 0.816 0.941 0.976
Bian [45] No 0.137 1.089 | 5.439 0.217 0.830 0.942 0.975
Godard [13] No 0.128 1.087 | 5.171 0.204 0.855 0.953 0.978
Ours No 0.130 0.950 | 5.138 0.209 0.843 0.948 0.978

Table 3: Performance comparison of unsupervised single-view depth learning approaches, for models trained
and evaluated on KITTI using the Eigen Split. The depth cutoff is 80m. All results in the table (including ours)
are for a resolution of 416 x 128 for input/output. Please refer to Table 1 for more details on the table schema.

evaluation, we use 1,500 image-pairs from 150 sequences. Ground truth depth from LiDAR is
only used for evaluation. Since previous unsupervised depth approaches did not publish results on
this dataset, we compare using available open-source code of state-of-the-art methods, capable of
handling dynamic scenes.

Table 4 shows the performance of our model in comparison with prior works, both of which require
semantics cues. Our model, which does not need any masks, outperforms previous works that
additionally use object masks.

We also apply object masks to our method (last row), and observe further improvements comparing
to the maskless setting (second last row), showing the effectiveness of our proposed regularization
with or without mask. Visual examples are shown in Figure 2 and in the Supplemental Material. As
shown, our approach is successfully handling these challenging scenes.

[ Method | AbsRel | SqRel | RMSE | RMSE log |
Open-source code from [12], with Mask 0.180 1.782 8.583 0.244
Open-source code from [11], with Mask 0.168 1.738 7.947 0.230
Ours, without Mask 0.162 1.711 7.833 0.223
Ours, with Mask 0.157 1.531 7.090 0.205

Table 4: Performance on the Waymo Open Dataset. Our approach outperforms prior work, even though it
does not require masks (top portion). With masks, it performs even better (bottom).

The supplementary material includes videos of our method running on validation sequences of the
Waymo Open Dataset and Cityscapes.

4.4 YouTube dataset

To demonstrate that depth can be learned from videos in the wild, we randomly picked a collection of
videos on YouTube taken with handheld cameras while walking. The videos contain many different
scenes across quite a few cities, and they feature objects in a wide range of depths. Because the
videos are taken with unknown cameras, we simultaneously learn an intrinsic matrix per video. An
intrinsic matrix is parameterized as a set of four trainable variables: two for the focal lengths and
two for the optical centers [11]. Visual depth maps are shown in Figure 2 and in the supplemental
material.

5 Conclusions

This paper presents a novel unsupervised method for depth learning in highly dynamic scenes, which
jointly solves for 3D motion maps and depth maps. Our model can be trained on unlabeled monoc-
ular videos without requiring any auxiliary semantic information. Our method is conceptually very
simple, as we use end-to-end differentiable losses that encourage photometric consistency, motion
smoothness, and motion sparsity. The main limitation is that object rotation and deformation is not
explicitly handled, and that camera movement needs to be present to receive learning signals. We
demonstrate the efficacy of the proposed approach on Cityscapes, KITTI, the Waymo Open Dataset,
and YouTube data. For datasets rich in dynamic scenes, we outperform prior depth estimation
benchmarks, including ones that utilize semantic cues.
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