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ABSTRACT

This work presents a parallel algorithm for implementing the
nonuniform Fast Fourier transform (NUFFT) on Google’s
Tensor Processing Units (TPUs). TPU is a hardware ac-
celerator originally designed for deep learning applications.
NUFFT is considered as the main computation bottleneck
in magnetic resonance (MR) image reconstruction when
k-space data are sampled on a nonuniform grid. The compu-
tation of NUFFT consists of three operations: an apodization,
an FFT, and an interpolation, all being formulated as tensor
operations in order to fully utilize TPU’s strength in matrix
multiplications. The implementation is with TensorFlow. Nu-
merical examples show 20x ~ 80x acceleration of NUFFT
on a single-card TPU compared to CPU implementations.
The strong scaling analysis shows a close-to-linear scaling
of NUFFT on up to 64 TPU cores. The proposed imple-
mentation of NUFFT on TPUs is promising in accelerating
MR image reconstruction and achieving practical runtime for
clinical applications.

Index Terms— Nonuniform fast Fourier transform,
NUFFT, Magnetic Resonance Imaging, Parallel Computing,
TensorFlow, Tensor Processing Unit

1. INTRODUCTION

Nonuniform Fast Fourier transform (NUFFT) [1, 2] is a pow-
erful fast algorithm widely used in a number of scientific and
engineering applications such as medical imaging [3], nu-
merical solutions to differential and integral equations [4],
and synthetic aperture radar (SAR) imaging [5]. NUFFT en-
ables a variety of applications that require unequally spaced
data while inheriting the computation efficiency from FFT
[6]. The state-of-the-art image reconstruction methods[7, 8]
in magnetic resonance imaging (MRI) that build upon large-
scale, iterative, optimization algorithms have an extensive us-
age of NUFFT when k-space data are sampled on a nonuni-
form grid. However, the lag time of these advanced MR im-
age reconstruction algorithms, defined as the delay between
data acquisition and image display, can often be unacceptable
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for clinical use, largely due to the bottleneck in computing
NUFFT.

Graphics Processing Units (GPUs) have been extensively
studied to accelerate NUFFT [9, 10]. In this work, we propose
an alternative implementation of NUFFT on Google’s Tensor
Processing Units (TPUs) [11, 12]. TPU is an application-
specific integrated circuit (ASIC) to run cutting-edge ML
models on Google Cloud [11]. Figure 1 shows the TPU chip
and unit (or board): one TPU unit contains four chips; each
chip has two cores; and each core contains the scalar, vector,
and matrix units (MXU). The chips are connected directly
through dedicated, high-speed, and low-latency intercon-
nects, bypassing the host CPU and networking resources.
MXU provides the bulk of the compute power, which handles
16 K multiply-accumulate (MAC) operations in one single
clock cycle. Each TPU core has 16 GiB high-bandwidth
memory (HBM). Recently, TPU has been studied to tackle
large-scale scientific computing problems [13, 14]. In particu-
lar, TPUs have been successfully used to accelerate magnetic
resonance (MR) image reconstruction with non-Cartesian
sampling [15]. The image reconstruction in [15] has the
nonuniform Fourier transform formulated as dense matrix
multiplications or discrete Fourier transform (DFT). For a
N-point transform, the computation complexity of DFT is
O(N?), whereas it is O(Nlog N) for FFT. The proposed
implementation of NUFFT on TPUs brings in the reduction
of computation complexity and can further accelerate MR
image reconstruction on TPUs.

The computation of NUFFT consists of three operations:
an apodization, an FFT, and an interpolation, all being for-
mulated as tensor operations in order to fully utilize TPU’s
strength in matrix multiplications. The apodization operation
is point-wise over the image intensities. With a data decom-
position applied to the spatial coordinates, it can be performed
within individual cores and completely in parallel. The par-
allel algorithm of FFT on TPUs consists of two major opera-
tions, the local transform based on the famous Cooley-Tukey
algorithm [6] on individual cores and the phase adjustment,
the details of which can be found in [14]. The interpola-
tion operation builds upon a convolution, which is formu-
lated as tensor contractions between kernel-function values
and patches extracted from the Fourier transform of an over-
sampled image. In this work, the Kaiser-Bessel function [16]
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Fig. 1: The TPU v3 (a) chip, (b) unit (or board). One TPU
board has four chips; each chip contains two cores; and a TPU
v3 Pod in a data center contains 2048 cores.

is selected as the convolution kernel. The implementation
of NUFFT on TPUs is with TensorFlow. The strong scaling
analysis demonstrates close-to-linear parallel efficiency of the
proposed algorithm.

2. METHODS

The discrete Fourier transform with unequally sampled data
can be expressed as

N
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where (ky m, kym),m =1,2,--- , M represents the k-space
coordinates on a nonuniform grid, (z,,y,),n =1,2,--- , N
represents the spatial coordinates on a uniform grid, and p,,
denotes the image intensity on grid (2, yn ).

Direct computation of Eq. (1) for all k-space samples has
computation complexity of O(MN). NUFFT seeks an ap-
proximate solution to Eq. (1) while leveraging the high com-
putation efficiency of FFT, which can be written concisely in
the following matrix/vector mulplification form:

s = CFDp, 2)
where D is the apodization operator, F' denotes the FFT op-
erator, and C represents the interpolation operator.

2.1. Apodization

The apodization operation is defined as
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where d(-) represents the inverse Fourier transform of a con-
volution kernel used in the interpolation operation. In this
work, we choose the Kaiser-Bessel function as the kernel
[16]. The apodization operation is point-wise over the im-
age intensities p,,. With a data decomposition applied to the
spatial coordinates (2, ¥y ), the apodization operation can be
parallely performed within individual TPU cores.

2.2, FFT

FFT in NUFFT operates on a zero-padded image ppaq of size
alN, x alNy, which can be obtained by
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The parallel algorithm of FFT on TPUs consists of two
major operations, a local transform based on the Cooley-
Tukey algorithm and the phase adjustment. Higher dimen-
sion FFT builds upon the one-dimension (1D) transform, the
formulation of which starts with
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and -y, represents the equally-spaced image intensities. The
global index ¢ in Equation (5) can be expressed as

q=Pl+v, (6)

where | = 0,1,---,5¢ —1,» = 0,1,---,P — 1, and P
denotes the number of TPU cores used to perform the 1D
transform. After substituting the global index, Eq. (5) can
be rewritten as
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It is shown in Eq. (8) that
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can be computed with the Cooley-Tukey algorithm locally on
individual cores and completely in parallel. The final results
can be obtained by summing the local transform over all the

—i2mxk .
TPU cores with the phase adjustment term e TR , with v
representing the TPU core index. See [14] for more details of
parallel implementation of FFT on TPUs.
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Fig. 2: The interpolation operation on TPUs is formulated
as tensor contractions: (a) the kernel-function values are pre-
computed on the CPU host; the data decomposition is applied
in the k-space such that each TPU core contains a portion of
the kernel-function values; zero-padding is required and the
nonzero values are highlighted in dark; (b) patches are ex-
tracted from the Fourier transform results of a padded image
with a depth-wise convolution; (c) tensor contraction is ap-
plied between the kernel-function values and the extracted
patches, followed by a patch-selection with Boolean mask
and a dimension reduction.

2.3. Interpolation

The interpolation operation can be written as
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where ¢ represents the Fourier transform of a zero-padded
image and C(-) denotes the kernel function. The interpola-
tion operation is formulated as tensor contractions as shown
in Fig. 2. The kernel-function values are computed on the
CPU host. As shown in Fig. 2(a), the kernel-function values
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Fig. 3: The breakdown of the total computation time of

NUFFT on eight TPU cores (or one TPU unit). The image

size varies from 64 x 64 to 512 x 512.

corresponding to one k-space sampling point are stored as a
2D slice of a 3D tensor. The size of the 2D slice is larger
than the kernel width because zero-padding is applied to the
computed kernel-function values. Prior to the zero-padding,
the 2D tensor containing the nonzero kernel-function values
has the shape w x w with w denoting the kernel width. The
zero-padding enables the formulation of the interpolation
operation as tensor contractions, which are very efficient on
TPUs. The Fourier transform of the zero-padded image, or
¢ in Equation (10) is extracted into patches. As shown in
Fig. 2(b), the size of an extracted patch is the same as that of
a 2D slice containing the kernel-function values. The patch
extraction is implemented with the depth-wise convolution
tf.nn.depthwise_conv2d. As shown in Fig. 2(c), the
interpolation operation is computed as a tensor contraction
with tf.einsum between the kernel-function values and
the extracted patches. With the data decomposition applied to
the k-space, each TPU core contains a portion of the kernel-
function values. Each TPU core has the full Fourier transform
results of the zero-padded image. The interpolation opera-
tion can be performed locally on individual TPU cores and
completely in parallel.

3. RESULTS

Figure 3 shows the breakdown of the total computation time
in term of the apodization, the FFT, and the interpolation. In
this example, the image size increases from 64 x 64 to 512 x
512 but the number of cores remains as eight (one TPU unit).
The width of the Kaiser-Bessel kernel is chosen as four and
the oversampling factor is two. It can be seen from Fig. 3 that
the interpolation operation is the most expensive operation of
NUFFT in terms of the computation time. The FFT operation
takes a very small portion of the total computation time: for
the image size of 256 x 256, the time on FFT is 4.64% of the
total computation time; and it is 1.45% for the image size of
512 x 512. Given the portion in terms of both the computation



Table 1: Computation time of NUFFT on two types of hardware: CPU-Intel(R) Xeon(R) Silver 4110 8-core 2.10 GHz and

TPU-one TPU v3 unit (eight cores).

Time (ms) FFT Interpolation Total
Hardware CPU | TPU | CPU | TPU | CPU | TPU
64 x 64 0.56 | 0.02 | 6337 | 0.79 | 64.06 | 0.81
Image
. 128 x 128 | 2.06 | 0.12 | 59.30 | 1.81 | 61.53 1.94
ize
256 x 256 | 11.80 | 0.48 | 240.33 | 9.90 | 252.62 | 10.38
time and the memory usage that FFT takes in NUFFT and the ol :ﬁct};al

large capacity of HBM on each TPU core, we have each core
perform the FFT operation over a non-partitioned image.

As shown in Table 1, we perform a preliminary compari-
son for NUFFT on CPU and TPU. NUFFT on CPU was im-
plemented with SigPy [17]. The CPU used for the comparison
is Intel(R) Xeon(R) Silver 4110 8-core 2.10 GHz. The com-
putation time of FFT on one TPU unit (eight cores) is much
smaller than that on CPU for all three examples in Table 1.
The interpolation is the computation bottleneck of NUFFT for
both types of hardware. Percentage-wise and for the case of
256 x 256, NUFFT on TPU takes 95.4% of the total computa-
tion time and that are 95.1% for CPU. Our current implemen-
tation of NUFFT on TPUs achieved 20x ~ 80x acceleration
compared to CPU implementations.

Figure 4 shows the strong scaling analysis for NUFFT on
TPUs: the image size remains as 1024 x 1024 and the num-
ber of TPU cores increases from 16 to 128. The number of
sampling points in k-space is 1,647,616. The width of the
Kaiser-Bessel kernel is chosen as four and the oversampling
factor is two. The speed-up in Fig. 4 is defined as:

T
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speed-up =

where T denotes the computation time with 16 TPU cores
and T, represents the computation time with Ngoe cores.
It can be seen from Fig. 4 that a close-to-linear scaling is
achieved up to 64 cores. The HBM usage for the case with
64 TPU cores is 1.57 GB. The problem size is considered as
small for more than 64 cores, which also explains why the
gain of speed-up starts saturating. The total computation time
is 796.01 ms by using 64 TPU cores and 160.27 ms with 256
cores.

4. DISCUSSION & CONCLUSION

In this proof-of-concept study, we proposed and implemented
a parallel algorithm of NUFFT on TPUs, the domain-specific
hardware originally developed for deep learning applications.
In order to fully utilize TPU’s strength in matrix multipli-
cations, the computation of NUFFT is formulated as tensor
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Fig. 4: The speed-up of NUFFT on TPUs for an image of size
1024 x 1024 and with up to 128 TPU cores. The number of
sampling points in k-space is 1,647,616.

operations. Numerical examples show that the proposed im-
plementation 20x ~ 80x acceleration compared to CPU im-
plementations. More importantly, the strong scaling analy-
sis shows a close-to-linear scaling of NUFFT on up to 64
TPU cores, indicating that MR image reconstructions can be
efficiently accelerated with multiple TPUs. Several future
work are on going for accelerated MR image reconstruction
on TPUs, including more efficient implementation of the in-
terpolation operator, the implementation of the adjoint opera-
tor of NUFFT, and the implementation of NUFFT-based inter-
ative image reconstruction algorithms, e.g., ADMM. Once ac-
complished, we also plan to perform systematic comparsions
of image reconstruction time on CPUs, GPUs and TPUs.

In conclusion, we propose an implementation of NUFFT
on Google’s TPUs. The proposed method is promising in ac-
celerating MR image reconstruction and achieving practical
runtime for clinical applications.
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