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ABSTRACT
AI-powered software development tooling is changing the way that
developers interact with tools and write code. However, the ability
for AI to truly transform software development may depend on
developers’ levels of trust in these tools, which has consequences
for tool adoption and repeated usage. In this work, we take a mixed-
methods approach to measure the factors that influence developers’
trust in AI-powered code completion. We found that characteristics
about the AI suggestion itself (e.g., the quality of the suggestion),
the developer interacting with the suggestion (e.g., their exper-
tise in a language), and the context of the development work (e.g.,
was the suggestion in a test file) all influenced acceptance rates
of AI-powered code suggestions. Based on these findings we pro-
pose a number of recommendations for the design of AI-powered
development tools to improve trust.
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1 INTRODUCTION
AI-powered software development tooling is transforming the way
that developers write code [4, 17]. With the creation of tools like
GitHub Copilot [10], Amazon CodeWhisperer [2], and Google Duet
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[11], generative AI has been placed directly into a developer’s Inte-
grated Development Environment (IDE) and the capabilities of this
technology are expanding. Most, if not all, hypotheses around the
impact of these technologies suggest that leveraging these systems
will lead to sizable improvements in developer productivity. Many
early results appear to support these hypotheses, either in terms of
objective measurements (e.g., time to complete a development task)
or self-reported productivity [5, 7, 25, 28]. While these early re-
sults are encouraging, the ability for AI to truly transform software
development may depend on developers’ levels of trust in these
tools. Prior work has proposed that trust is a key factor for adopt-
ing tools [3, 12, 19], which suggests that developers may not reap
the maximum benefit of these technological advances unless they
develop an appropriate level of trust in AI-powered tools, leading
to increased usage of them in day-to-day work.

It is critical that when we talk about trust in AI, we focus on
helping developers build an appropriate level of trust. Too much
trust when it is not warranted is risky [9, 15]. We still want develop-
ers to appropriately review AI-powered suggestions. For example,
prior work has shown that developers can write less secure code
when they use AI-powered coding tools [21, 22]. With this in mind,
we should aim to support developers in building the appropriate
level of trust, rather than simply increasing trust in AI without an
upper bound. In order to achieve this goal, we need to understand
trust in AI in the context of software engineering and, if possible,
do so passively and at scale. In this work, we aim to answer the
question: "How do we measure the trustworthiness of AI-powered
software development tools?"

In order to tackle this question, we first sought to understand
the factors that influence developers level of trust in AI. Based on
prior work [12] and our own preliminary research, we identified
three main drivers of trust in AI-powered development tools:

(1) characteristics of the suggestion (e.g. quality or length of
suggestions)

(2) characteristics of the developer (e.g. their level of expertise
or familiarity with AI)

(3) the development context (e.g. how complex or sensitive is
the task)

Next, we aimed to determine which of these factors we could quan-
tify from logs data to enable measurement at scale. In support of
developing a logs-based measurement of trust to enable this analy-
sis, we specifically examined trust in AI-generated code completion
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suggestions and leveraged the acceptance rate of suggestions as a
proxy for trust. In this paper, we outline our mixed-methods ap-
proach to measuring trust in AI-powered code completion. Section
3 reports a preliminary study that defines the characteristics that
developers consider when evaluating their trust in AI. Section 4
builds on the results of the preliminary study by extracting behav-
ioral data from logs that correspond to these characteristics and
identifies which ones are related to trust when interacting with an
AI-powered tool during development work. Based on these results,
we make recommendations for the design of AI-powered tooling
that support building the appropriate level of trust.

2 RELATEDWORK
The rapid growth of AI-powered development tools has generated
a wealth of research aimed at understanding the impact of the
presence of AI in development workflows. Much of this research
has investigated how the inclusion of AI in developer tools impacts
productivity outcomes and tool adoption [4, 7, 8]. For example,
research has shown a positive impact of interacting with code
completion suggestions on self-perceived productivity [25, 28] and
coding iteration time [24]. While other studies have revealed that
developers may spendmore time reviewing suggestions than saving
time [17] or that their interactions with code suggestions depend
on whether they are engaged in exploratory work to understand
how to complete a task or relying on AI to accelerate work that they
already know how to complete [5]. These studies demonstrate that
while there is an opportunity for AI to change the way developers
work, it is not a panacea for productivity and there is considerable
nuance in understanding how developers are engaging with AI-
powered tools.

Thus, we should think holistically about developers’ interac-
tions with AI. While productivity is one of the desired outcomes
of these interactions, we propose that trust is a core driver of this
outcome: trust influences adoption and repeated use of tools both
in the context of AI-powered tools and software development more
generally [3, 12, 15, 19, 20]. Accordingly, a deeper understanding of
trust may lead to a better understanding of the impact of AI more
broadly. Prior work has leveraged various behavioral indicators
in order to measure trust in the output from ML- and AI-based
systems [14, 26, 27]. Specifically, these studies have used measures
of how often an individual uses the information provided by these
systems as their own answer, suggesting that the act of accept-
ing a prediction from a model may represent a form of trust. In
terms of the relationship between trust and productivity, recent
work has shown the acceptance rates for AI-generated code sug-
gestions, which may represent a proxy for trust in this context,
predict developers’ perceptions of their productivity [28]. Together,
these findings suggests that if we can understand what influences
whether or not a developer trusts AI output, leading them to accept
suggestions from these systems, we may be able to develop a better
understanding of how to increase productivity with AI.

Recent work has introduced a framework for building trustwor-
thy software tools [12] that proposes trustworthy tools have specific
qualities that span five pillars: Personal, Interaction, Control, Sys-
tem, and Expectations (PICSE). This framework aligns with other

research that has demonstrated how showing additional informa-
tion regarding model confidence can increase trust in AI [27], as
well as information about the individual interacting with these tools
(e.g., gender or level of expertise) can influence trust [3, 23]. From
a more granular perspective, researchers have investigated which
suggestions are most likely to be accepted by developers based on
the characteristics of the suggestion (e.g., length, quality, etc.) and
how to optimize models for these characteristics in order to increase
acceptance rates, which may be one method for increasing trust
in these systems [18]. However, there is an opportunity to further
expand our understanding of the characteristics of the developers
and contextual factors of the code, which are a critical part of how
developers experience AI-powered suggestions.

Building on the prior work in this space, we aim to identify
the logs-based factors that influence acceptance rates for Google’s
internal AI-powered code completion [24]. Based on these findings
we will expand our understanding of how developers interact with
AI, which will enable us to make informed design decisions that
support developers in building an appropriate level of trust in AI
and potentially unlocking large benefits to productivity.

3 PRELIMINARY STUDY: UNDERSTANDING
DEVELOPER TRUST IN AI

In order to measure trust and quantify the factors that influence
trust, we first need to understand how developers describe aspects
of interacting with AI-powered technologies that they believe shape
trust. For example, what makes them more or less likely to trust the
outputs of AI powered developer tooling and incorporate these out-
puts into their ownwork? To address these questions, we conducted
a preliminary study in which we asked developer what influences
their level of trust in AI. We then analyzed the results with a focus
on factors that could be quantified using logs data.

3.1 Method
We recruited 12 software developers employed at Google to partici-
pate in a sixty-minute remote-moderated semi-structured interview.
In the interviews, we asked participants a series of questions on
their experience with and perceptions of AI-powered developer
tooling. Prior to participating in the study, participants gave writ-
ten consent. The interviews were transcribed and we conducted
a thematic analysis with inductive coding [13] to identify factors
that were common across participants.

3.2 Results
Based on our interviews we identified three factors that influence
developers’ levels of trust in AI-powered developer tools that ap-
peared to be good candidates for measurement: (1) characteristics
of the suggestions, (2) characteristics of the individual developer
and (3) the development context. These are consistent with prior
work [12], which also highlights personal and system-level factors.
Compared to prior work, we have a adopted a more limited set of
factors that are good candidates for logs-based measurement and
more tailored to interactions with code completion tools.
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3.2.1 Characteristics of the Suggestion. The most common factor
from the interviews was characteristics of the suggestion. Specifi-
cally, when determining their level of trust in AI-powered sugges-
tions, a majority of developers commented on the quality of the
suggestion. Many expressing that they are more likely to trust high
quality or accurate suggestions and less likely to trust incorrect
suggestions. For example one participant commented:

“I think it’s the more errors that I see the more likely
I will trust it less.”

In addition to quality, developers also mentioned suggestion
length, expressing that longer suggestions have a higher risk asso-
ciated with them because they take a long time to review.

3.2.2 Characteristics of the Developer. Participants also commented
on personal characteristics that played a role in their level of trust.
For example, their understanding of particular language and their
confidence in their ability to evaluate an output influenced their
level of trust. If they didn’t feel confident in their knowledge it
limited their ability to trust AI. For example, one participant com-
mented:

"Something that would help enhance my trust is my
ability to evaluate. In the C++ case, my ability to eval-
uate was low and so I couldn’t determine if this was a
good suggestion or not. So I had very low trust in it."

In addition to level of expertise in a given language or domain,
developers also cited their familiarity with the tool playing a role
in their level of trust; the more familiar they were with how the
tool performed, the more appropriate their level of trust became.

3.2.3 Development Context. Lastly, developers mentioned that the
context in which they encounter a suggestion matters, for example,
if they are working on more critical or complex tasks compared to
simple tasks. Developers expressed that they were more likely to
trust AI for simple tasks and less likely to trust AI for complex or
sensitive tasks. For example, one participant commented:

"It’s very much specific to a particular domain, right?
When it’s something more general, I’m fine giving
away some control. If it’s something very critical to
the domain or it needs a lot of domain expertise, in
that case, I would prefer keeping the control with me."

Ultimately, the combination of the characteristics of the sug-
gestion, the individual developer, and the context inform trust. To
successfully measure trust, we should incorporate signals of all
three and identify the relative strengths of their importance for
trust. As one participant explained:

"It’s a mix of individual ability to evaluate and more
experiences with it going well."

4 LOGS BASED ANALYSIS OF TRUST
Building on the findings from the preliminary study, we approach-
ed identifying factors that influence trust that represented all three
themes: the characteristics of the suggestion, the developer, and
the context. We also required a reasonable proxy for developers’
trust in AI. For this analysis, we used accepted suggestions as this
proxy. We propose that this is a valid proxy because accepting a
suggestion demonstrates that the developer is being vulnerable to

taking on code written by AI that they believe will benefit them,
which is consistent with prior definitions of trust [16]. Additionally,
as described in Section 2, a number of studies have used acceptance
of output from ML/AI systems as a measure for trust [14, 26, 27].
We acknowledge the limitations of this approach in our discussion.

Developer behavior is complex and no single feature is likely
to capture the complete story about what influences trust in code
completion suggestions. However, we wanted to build on the in-
sights presented in the preliminary research and attempt to better
understand whether there are certain situations or characteristics
of development or developers that are associated with higher levels
of trust in code completion suggestions. In order to address these
questions, we constructed a dataset using data from developers at
Google that combined information about the developer, the sug-
gestion, and the broader context of the work being completed to
model how this information influences the acceptance of sugges-
tions. In selecting these factors we prioritized data availability and
alignment with insights from our preliminary study. We recognize
this is only a subset of all possible factors but it is reflective of our
logs coverage and qualitative research.

4.1 Method
4.1.1 Data. To construct our dataset for this research, we com-
bined logs-based signals from Google’s internal code completion
service [24] with existing data about developers and aspects of
their work. We sampled 1M multi-line code completion sugges-
tions1 that were seen by 59k individual developers. Each sugges-
tion was required to be associated with an eventual code change.
When available, the issue tracking information associated with the
change was also matched back to an individual suggestion2. At a
high level, we aimed to generate model features that were about
the characteristics of the code completion suggestion, character-
istics of the developer, and characteristics of the code change and
issue tracking information. In each case, we placed an emphasis on
generating features that were related to quality, control, expertise,
and familiarity. The full list of features can be found in Table 1.

For the completion suggestion information, we extracted the
model quality score associated with the suggestion (the model pro-
duced log-probability of the suggestion being accepted), the charac-
ter length of the suggestion, the character position in a line of code
where the suggestion was displayed, and the line position in the
file where the suggestion was displayed. For the developer informa-
tion, we included the number of code completion suggestions that
they had previously seen overall, within the file they were working
on, on the current day, and in the current file on the current day.
These features were designed to get at the concept of familiarity of
interacting with this technology at different levels of granularity.
We developed a number of features related to developer language
and codebase expertise. First, we created a measure of language
expertise by identifying the percentage of total Lines of Code (LOC)

1These code completions, as the name suggest, span multiple lines of code. We focused
on these suggestions specifically because they were a newer addition to development
workflows, which we hypothesized would make trust a more central construct when
interacting with them.
285% of the code suggestions were successfully associated back to an issue. Models
were constructed such that we introduce a categorical variable indicating that this
information was missing.
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Table 1: Complete list of features generated for analysis.

Metric Category Metrics

Code Completion
Suggestion

Model Quality Score
Character Length
Line Position in File
Character Position in Line

Developer Characteristics
and Experience

Familiarity with Code Completion
• Number of Suggestions Seen Overall
• Number of Suggestions Seen on day
• Number of Suggestions Seen within current
file

• Number of Suggestions Seen on day within
current file

Language Experience
• % LOC in Suggestion Language
• Readability in Suggestion Language (Y/N)

Familiarity with Current Code
• Pct. Recent Code Changes in Codebase
• Pct. Recent Code Changes in File

Job Level
Tenure

Development
Context

Test File (Y/N)
Change Size
Bug Information (Type & Priority)

submitted in different languages in the 90 days leading up to when
a suggestion was shown. These percentages were split into differ-
ent buckets that mapped onto different levels of experience (e.g.,
"No Usage" = 0%; "Primary Usage" = >25%). Second, our company
enforces mandatory style guidelines for specific languages, such
that all code in these languages is subject to review for adherence
to these guidelines. Developers can demonstrate their knowledge of
the best practices and function as reviewers for style; this process
is known as readability. If a changelist author modifies a file in a
language for which they do not have readability, the changelist
must be approved by a reviewer with readability in that language.
For each code completion suggestion, we identified whether the
developer had readability in the language the code suggestion was
shown in. We derived two features related to how familiar the de-
veloper was with the code they were interacting with using data
from the 30 days leading up when they saw a suggestion: (1) the
percentage of their code changes that included the file the sugges-
tion appeared in and (2) the percentage of their changes that were
associated with the codebase project the current file was associated
with. We also included each developer’s employment tenure and
job level as covariates. In terms of changelist and issue tracking
data, we classified whether the code suggestion was shown in a
test file, the size of the eventual code change associated with each
suggestion (as Small, Medium, Large sizes based on LOC), the type
of issue listed (e.g., bug fix, feature, etc.) and the priority of the
issue.

4.1.2 Model. The features from the previous section were entered
in a mixed-effects logistic regression that modeled individual devel-
opers as a random effect (intercepts) and included a temporal spline
to account for changes over time. Two completion information
features (suggestion length and line position in file) were modeled
non-linearly due to patterns revealed during exploratory data anal-
ysis, as well as reasonable hypotheses that these relationships could
take on more of an inverted-U shape than a linear pattern. In each

case, these features were split into Low/Medium/High buckets us-
ing terciles and modeled as categorical variables using the Medium
level as a reference. All p-values were adjusted to control for the
false discovery rate with the Benjamini & Yekutieli method [6].

5 RESULTS
The regression results are shown in Table 2. Reference groups
are specified for each categorical input to the model. The model
intercept represents a multi-line code completion with the mean
model quality score at the reference levels shown in the table.

Table 2: Table containing all Odds Ratios (ORs) and 95% CIs
for ORs

Dependent variable:

Accepted Suggestion?

Intercept 1.039 (0.999, 1.080)
Model score (Z-transformed) 1.231∗∗∗ (1.225, 1.236)
Suggestion Length (ref = p33-p66)
p0-p33 Suggestion Length 0.784∗∗∗ (0.776, 0.793)
p66-p100 Suggestion Length 0.785∗∗∗ (0.776, 0.793)
Line Position (ref = p33-p66)
p0-p33 Line Position 0.859∗∗∗ (0.849, 0.868)
p66-p100 Line Position 0.938∗∗∗ (0.927, 0.949)
Character Position 0.991∗∗∗ (0.991, 0.992)
Overall Suggestion Number 1.000∗∗∗ (1.000, 1.000)
Suggestion Number on Day 0.994∗∗∗ (0.993, 0.995)
Suggestion Number in File on Day 1.008∗∗∗ (1.006, 1.009)
Is Test File (Y) 0.792∗∗∗ (0.784, 0.800)
Pct. Code Changes with Codebase 1.000∗∗∗ (0.999, 1.000)
Pct. Code Changes with File 1.000 (0.999, 1.000)
Language Usage (ref = Working Usage (10% - 25%)
No Language Usage 0.909∗∗∗ (0.875, 0.942)
Some Language Usage (<10% LOC) 0.959∗∗ (0.939, 0.980)
Primary Language Usage (>25% LOC) 1.041∗∗∗ (1.022, 1.060)
Readability in Language (Y) 1.305∗∗∗ (1.262, 1.349)
Change Size (ref = Size S)
Change Size XS 0.870∗∗∗ (0.832, 0.909)
Change Size M 1.095∗∗∗ (1.074, 1.116)
Change Size L 1.146∗∗∗ (1.124, 1.169)
Change Size XL 1.148∗∗∗ (1.117, 1.178)
Change Size U 0.875 (0.194, 1.555)
Bug (ref = No Bug Information)
Bug Priority P0 1.002 (0.972, 1.032)
Bug Priority P1 0.999 (0.977, 1.022)
Bug Priority P2 1.016 (0.994, 1.037)
Bug Priority P3 0.954 (0.914, 0.994)
Bug Priority P4 1.054 (0.962, 1.146)
Bug Type - Bug Fix 0.959∗∗∗ (0.942, 0.977)
Bug Type - Feature Request 1.007 (0.989, 1.024)
Bug Type - Internal Cleanup 0.845∗∗∗ (0.817, 0.873)
Job Level (ref = Level 4)
Job Level 3 0.975 (0.946, 1.005)
Job Level 5 1.027 (0.995, 1.058)
Job Level 6 1.043 (0.986, 1.100)
Job Level 7+ 1.176 (1.025, 1.328)
Tenure (ref = 1-3yrs)
Tenure<6 months 1.073∗∗ (1.034, 1.111)
Tenure 6 months-1yr 0.996 (0.967, 1.025)
Tenure 3-5yrs 0.956∗ (0.926, 0.986)
Tenure 5-8yrs 0.958 (0.920, 0.996)
Tenure 8+yrs 1.011 (0.963, 1.058)
Spline 0.554∗∗∗ (0.541, 0.567)

Pseudo 𝑅2 0.182
Observations 1,000,098

Note: p-values are adjusted for FDR ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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5.1 Code Suggestion Characteristics
All four features generated from characteristics of the code com-
pletion suggestion were significant predictors of accepting a sug-
gestion. The model quality score, which was Z-transformed, was a
significant positive predictor of accepting a suggestion; a one stan-
dard deviation increase in model score was associated with a 23.1%
increase in the odds of accepting a suggestion, OR = 1.231, 95% CI
[1.225, 1.236]. This was one of the strongest predictors of accepting
a suggestion. The position in a line was a negative predictor of
accepting the suggestion, with each additional character position
leading to a decrease in the odds of accepting the suggestion OR =
0.991, 95% CI [0.991, 0.992]. Suggestions that were in the bottom
33rd percentile and top 33rd percentile in length were less likely
to be accepted than suggestions of intermediate length. A similar
pattern (i.e., an inverted-U) emerged for suggestions that were in
the top and bottom 1/3 of a file.

5.2 Developer Characteristics
5.2.1 Familiarity with Code Completion. Developer’s familiarity
with multi-line code completion, as measured by the number of
times they were exposed to suggestions, was a positive predictor of
accepting suggestions. The current analysis found that the overall
count of multi-line suggestions that a developer had seen was a
small, but significant positive predictor of accepting a suggestion,
OR = 1.0002, 95%CI = [1.0001, 1.0003]. A one standard deviation
increase for this input (SD = 101.15) would lead to a 2% increase
in the odds to accept a suggestion. Additionally, we saw that the
number of code completion suggestions a developer saw on a given
day within a given file was a positive predictor of this behavior, OR
= 1.008, 95%CI = [1.006, 1.009], suggesting that familiarity can have
a positive impact both globally and more locally within specific
files on specific days. However, we also saw that seeing more sug-
gestions on a specific day was negatively associated with accepting
suggestions, OR = 0.994, 95%CI = [0.993, 0.995], which may suggest
seeing many suggestions across a number of different files actually
comes at a cost to trust. Familiarity was one of the key aspects for
developing trust in AI assistance tooling that was found in our qual-
itative research. This finding was largely replicated at scale using
more quantitative data, however it is worth noting that these effects
are relatively small compared to some of the other relationships
found in this research. This is revisited in the discussion.

5.2.2 Language and Codebase Expertise. Another of the stronger
predictors of whether or not a developer would accept a multi-line
code completion suggestionwaswhether or not they had readability
in the language the suggestion was shown in, OR = 1.305, 95%CI
= [1.262, 1.349]. In order to gain readability, developer must go
through a lengthy review process in which their code changes are
specifically critiqued for adherence to the company style guide3.
Given that code completion models are trained only on code that
has made it into the codebase, and likely follows the style guide due
to this, it appears possible that individuals that are trained to look
for certain style-based signatures might be more likely to accept

3All production code is subject to readability review, but not all reviewers are granted
the ability to provide approvals for readability

suggestions due to their presence. It also seems likely that these
individuals are heavy users and experts in this language.

We also found that experience working with a given language
was a predictor of accepting or rejecting suggestions. Compared
to developers who showed Working Usage Experience (between
10% and 25% LOC in the previous 90 days), developers who were
Primary Users of a language (>25% LOC) were more likely to accept
a suggestion OR=1.041, 95% CI =[1.022, 1.060], whereas developers
that had Some Usage (between 0% and 10%) and No Usage in the
previous 90 days were less likely to accept a suggestion, OR = 0.959,
95% CI = [0.939, 0.980] and OR = 0.909, 95% CI = [0.875, 0.940],
respectively.

The percentage of code changes in the 30 days leading up to the
suggestion that were linked to the codebase project of that change
showed a very small relationship with accepting a suggestion, OR =
1.000, 95% CI = [0.999, 1.000]. Given the sample size of this analysis
and the range of possible values that this feature can take, we have
decided not to interpret this effect due to its potentially limited
practical significance. The percentage of code changes that involved
the file that a suggestion was shown in did not show a significant
relationship with accepting a suggestion. Together, these findings
suggest that familiarity with the code that is being worked on does
not influence how likely a developer is to accept code completion
suggestions.

5.3 Development Context
As a proxy for the context of the work being completed when a
developer saw a suggestion (e.g., how critical a code change was)
we collected information about the type of work being completed,
its priority, and its scope. We found that the priority of the work,
according to the company’s issue tracking software, was not a sig-
nificant predictor of accepting code completion suggestions. Work
priority is one proxy for criticality, but it is possible that this infor-
mation does not quite capture what developers think about when
they describe a task as "critical." We return to this in the discussion.

When a developer was working on a code change that was listed
as a Bug Fix or an Internal Cleanup, both representing smaller
scopes, they were less likely to accept suggestions than when this
information was not present, OR = 0.959, 95% CI = [0.942, 0.977] and
OR = 0.845, 95% CI = [0.817, 0.873], respectively. In each case, we
hypothesize that the code change being worked on is potentially
more constrained (i.e., a small, specific behavior is targeted), which
makes longer code completion suggestions undesirable. This finding
appears consistent with the ones above related to the size of the
change being made.

We also found that code completions that occurred within in
test files were less likely to be accepted OR = 0.792, 95% CI = [0.784,
0.800]. This was one of the strongest negative predictors of accept-
ing a suggestion. Similar to the effects described above regarding
smaller scopes, it is possible that tests are also more constrained
than feature code (i.e., tests may look to elicit one narrow behavior,
which a developer may have stronger plans about earlier in the
development process).

5.3.1 Work Demographics. We included two covariates dealing
with the developer’s work tenure and job level as additional mea-
sures of experience, but also to generally control for these features.
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Many analyses for developer productivity tend to control for these
features when possible and often researchers make hypotheses sur-
rounding how being more senior or having a longer tenure might
influence various developer experience metrics. Here, we did not
find significant effects of job level, but found that tenure had some
impact on acceptance rate, such that very new developers with less
than 6months of tenure were more likely to accept suggestions than
those with 1 to 3 years of tenure at the company, OR = 1.073, 95%
CI = [1.034, 1.111]. Developers with 3 to 5 years of tenure, were less
likely to accept suggestions than this reference group, OR = 0.956,
95% CI = [0.926, 0.986]. No other tenure groups showed a differ-
ence compared to this reference group. This pattern of results may
suggest a trend that newer employees are more susceptible to code
completion suggestions, whereas more tenured employees are less
susceptible to them. We suggest that these findings should be con-
sidered in the broader context of learning a new skill, which is one
of the proposed areas of benefit of working with these technologies.
However, this finding is potentially at odds with other experience
and expertise results described above, where we found havingmore
experience was positively related to accepting suggestions, not less.

6 DISCUSSION
In our preliminary study, through interviews with developers, we
identified three aspects that influence trust in AI-powered tools: (1)
characteristics of the suggestions, (2) characteristics of the devel-
oper and (3) the development context. We developed a dataset that
collected signals that aligned with each of these characteristics and
modeled how this information influenced trust in the suggestion, as
proxied by whether or not the suggestion was ultimately accepted.

Our results underscore that developer behavior is complex and
no single feature is likely to capture the complete story about what
influences trust in AI-powered tools. However, these findings ex-
pand prior research on predicting when code completion sugges-
tions are useful to developers by including a number of features
about the developers themselves, as well as the contexts in which
they work [18]. Much attention in this area has been given to the
systems and models involved in surfacing AI-generated code to
developers, while little work has investigated which individual and
situational aspects of the development process may play a role in
how much trust there is in these systems. Our findings introduce
the notion that these additional features are important when think-
ing about trust of these technologies and suggest that certain design
decisions may be available to bolster trust in AI-powered tooling;
we discuss these opportunities below.

We found that one of the strongest positive predictors of accept-
ing a suggestion was the model quality score for that completion
(i.e., whether the underlying AI model thought the code would
be accepted). This finding makes sense intuitively and replicates
prior analyses that suggest model score is an important feature
when predicting acceptance [18]. It seems likely that performance
of code generation models will only continue to improve over time,
however, when considering the impact of quality on trust it seems
worthwhile to think about the behaviors at either extreme of the
quality spectrum (i.e., at very low and very high quality). Specif-
ically, we see that even when the model predicts with extremely
high confidence that a developer will accept a suggestion, that the

acceptance rate is only 50%. This pattern of behavior introduces the
importance of personal preferences in the code completion space.
Specifically, some developers may be bothered or distracted by see-
ing a high number of these suggestions, even when they are high
in quality, while other developers may not mind evaluating sugges-
tions that do not meet a higher threshold for being accepted. On
the other end of the quality spectrum, developers are being shown
suggestions that are predicted to be unlikely to be accepted. In both
cases, we should consider delivering more control to developers
that allow them to control how often they are exposed to these
suggestions and, potentially, let them define how regularly they
wish to see suggestions of various quality. Furthermore, similar
to prior work estimating trust in AI output, there is an opportu-
nity here to provide information within the IDE that shows the
predicted accuracy (or model confidence) in the AI-generated code
suggestion.

The three additional characteristics of the code completion sug-
gestion were also significant predictors of whether or not a devel-
oper would accept a suggestion. Together these findings replicate
and extend the importance of features of the suggestion itself seen
in prior work [18]. Additionally, these findings suggest that there
are certain places within a line of code or a file that developers are
less susceptible to AI generated code completions. One hypothesis
for the pattern exhibited for character position in a line revolves
around the idea that a developer may be planning a few steps ahead
of what they are currently typing, and once the mental work is
done, the benefit of accepting a suggestion is decreased. On the
one hand, these features could be tuned by teams that train code
completion models in an attempt to optimize against whether de-
velopers accept a suggestion. On the other hand, these features may
introduce an interesting opportunity for personalization and user
controls. Users settings could dictate the length, position in a line,
or where in a file developers wish to see code suggestion generated
by AI.

A number of effects suggested expertise plays an interesting role
in trusting AI-generated code completions. The strongest positive
predictor of accepting a multi-line code suggestion was whether or
not the developer had been awarded readability in the language of
the suggestion. We also saw that recent usage of a language had a
positive impact on accepting suggestions. These effects replicate
the results of our preliminary study using quantitative data at scale.
However, the two features we generated to measure expertise with
the code being generated (both in terms of experience with the
codebase and experience with the specific file being edited) did not
reveal significant relationships with accepting a suggestion. We
hypothesize that the disconnect between language-based effects
and codebase effects may stem directly from what AI-generated
code completion models aim to achieve (i.e., to best predict what
code comes next, rather than codebase-specific outcomes). It is also
worth noting that our operationalization of codebase expertise was
generated based on data availability, but could likely be defined
in many other ways. Again, with an eye towards designing these
systems for trust, there appears to be an opportunity to leverage
information about the developer’s expertise in a given language
when surfacing suggestions. It is possible that this finding could
extend to other types of expertise where we would anticipate the
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AI-generated material to be more aligned with the expertise being
considered.

A number of features that were related to the scope of the work
being completed were significant predictors of accepting a sugges-
tion. Developers working on smaller code changes were less likely
to accept multi-line completion suggestions and became more likely
to accept them as the size of the change grew. One hypothesis for
these results is that smaller changes are more straightforward to
implement, which leads developers to have clearer ideas on the
functionality they are adding, making multi-line suggestions less
impactful. One of the strongest negative predictors of accepting a
suggestion was whether or not the developer was editing a test file.
Similar to the influence of smaller scopes, test code may be more
constrained than feature code, making multi-line code suggestions
less valuable. Another possible explanation for this pattern is that
there may be misalignment between what the AI is attempting to
complete and what the developer is hoping to achieve when writing
tests. Code suggestions may ignore local codebase specific practices
and attempt to provide suggestions that leverage more global best
practices. More research is needed to understand why developers
are less likely to accept code completion suggestions when writing
tests, especially given the growing in interest in having generative
AI tooling write tests for developers [1]. Similar to what we have
described above, designing a system that allows developers to indi-
cate the scope of what they are working on or how important more
local practices are to the eventual goal of the code may help reduce
the number of suggestions that a developer sees in contexts where
they are unlikely to accept them.

There were two effects that did not replicate our initial study.
First, the priority of the work being completed, as captured by our
issue tracking software, was not a significant predictor of accepting
a suggestion. We hypothesized that higher priority work is more
critical work and therefore should be related to how developers
interact with AI-generated code. However, similar to the our discus-
sion of codebase familiarity, we acknowledge that this definition
may not fully capture the criticality of the work. For example, a de-
veloper may be working on a top priority new feature that does not
have an urgent deadline. Future work should continue to explore
how task urgency and/or criticality influences interactions with
AI-powered developer tools. Second, developers described their
familiarity with these tools are being highly important in their
interactions with them. However, the effects in our quantitative
study were quite small, suggesting that while this relationship may
exist, it may not be as important as initially described. Addition-
ally, we saw that familiarity (as measured by exposures to code
completion suggestions) did not always have a positive impact.
Specifically, seeing more suggestions on a given day spread across
a wider number of files was potentially associated with decreases
in accepting a suggestion. This finding may suggest that developers
may be interested in controlling when and where (in terms of files)
that AI-generated code is shown. From a design perspective, this
file-level settings could be surfaced or simply an option to turn
these suggestions on or off depending on the file being edited.

6.1 Quality, Familiarity, and Control
When taken together, our results indicate that the relationships
between trust in AI-powered developer tooling and characteris-
tics of the developer and development task are multi-faceted and
depend on a number of features. Quality of suggestions was the
most important for predicting the acceptance. This proposes that as
quality increases, developers may be more willing to cede control
to these systems when the context is appropriate. Critically, we are
still learning what those contexts are and in the short-term should
consider delivering more control to developers that allow them to
configure how often they are exposed to suggestions that are lower
quality or do not match their current goals (e.g., seeing suggestions
when working on smaller scoped tasks). When considering the role
of familiarity, we hypothesize that exposure to these tools may be
largely beneficial early after a developer begins interacting with
them, but once they tune their expectations, aspects of expertise
and control become more relevant. Our interview study was con-
ducted when some of these technologies were first being introduced
to developers, which would support this notion. Alternatively, it
is possible that attitudes regarding familiarity are over-estimated
relative to the behavioral impact. Collectively, these results give in-
sights into opportunities to improve trust while highlighting areas
that may require additional user research to better understand how
developers might interact with future AI offerings.

7 LIMITATIONS
This research was conducted at Google which has specific developer
tooling and best practices. It is possible that some of these find-
ings would not generalize to other development contexts and with
other populations (e.g., student developers). That said, this setting
allowed for this research to incorporate signals of the developer
into these analyses, which may have been previously unexplored
in AI-generated code completion studies.

The data leveraged in our analysis, specifically the features that
were generated for modeling, were largely limited by the prelimi-
nary study and the existing literature. Due to this, our model may be
missing a number of factors that could influence our interpretations
of the results. A wider scope could have been adopted, however, we
decided to place an emphasize on signals that developers described
when discussing trust in these technologies rather than including a
wider array of metrics for the sake of exploring hypotheses. That
said, future work in this space should continue to evolve and ex-
pand model inputs. Additionally, we leveraged the acceptance of
AI-generated code as a definition of trust, which was aligned with
prior definitions of the construct, but may not tell a comprehensive
story about this behavior. For example, a developer may accept a
suggestion and then immediately delete it from the file they are
working on. We did not explore the persistence of AI-generated
code, but propose that future research should explore whether the
features investigated in this research influence the persistence of
code, both in the short-term (i.e., before the code is submitted) and
in the longer-term (i.e., after it is submitted, does it persist in the
codebase?).

Additionally, despite covering a fairly large number of inputs,
these results are strictly correlational in nature. Future studies may
work towards generating causal estimates of these effects in order
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to establish where in the developer workflow we can intervene to
influence developer trust in AI-powered tools. We anticipate that
the current work provides a starting point for these efforts.

Finally, our study focused solely on multi-line code completions.
Code completion suggestions also exist as single-token or single-
line completions, but were not investigated in the current research.
It is an open question which features described in this research
carryover to impact single-line suggestions.

8 FUTUREWORK
8.1 Evaluating Design and Model Changes
With this approach in place, future work is proposed to evaluate
the impact of model updates and design changes in terms of trust
measurements. This research has proposed a number of possible
design updates that place more control into the hands of develop-
ers that is anticipated to lead to higher acceptance rates and, by
extension, increases in developer productivity. We propose that
design changes in this space should pay attention to how accep-
tance rates change, whether the same predictors described in the
current work continue to show similar relationships, and, critically,
how developers’ sentiments and descriptions of trust are shaped
by these changes.

8.2 Looking at AI-generated Code Persistence
As described in the discussion section, the current work placed
an emphasis on accepting a code completion suggestion, but did
not evaluate whether code that was accepted persisted through
to being submitted. One potential pattern of behavior would be
that a developer accepted a code completion suggestion only to
heavily edit this code and move on. Future work will be designed
to investigate how often this behavior occurs and if the features
described in our current analysis shape the whether or not code
generated by AI persists.

8.3 Expanding to Other AI-powered Tools
The current work focused specifically on code completion behavior,
but AI-powered tools exist in many different parts of the develop-
ment workflow. For example, developers are using these tools to
gather information via chat interactions and to generate unit tests,
to name a few. Trust is proposed to play a role in how develop-
ers choose to engage with these tools and how they incorporate
the information they receive from these tools into their work. The
current research has started to identify what developers consider
when they think about trusting AI-powered tools and developing
features that quantitatively capture these components. We propose
that future research should continue to build on this approach for
other interactions between developers and AI-powered tools.

9 CONCLUSION
Developing trust in AI is a critical precursor to unlocking antic-
ipated productivity gains of adopting and using this technology,
eventually transforming the field of software development. In this
work, we take a mixed-methods approach to measuring the factors
that influence developers trust in AI-powered code completion.
We present evidence that features about the developer (e.g., their

expertise) and the development context (e.g., fixing a bug) shape
their levels of trust in AI-generated code. Based on the findings we
highlight the importance of personalization in AI powered devel-
oper tools, particularly when considering future designs of these
tools. Allowing developers to have more control over when and
what suggestions they are shown will enable them to customize
their experience based on their personal preferences and get the
most out of AI offerings.
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