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ABSTRACT

This paper compares the efficacy and efficiency of different
clustering approaches for selecting a set of exemplar images,
to present in the context of a semantic concept. We evalu-
ate these approaches using 900 diverse queries, each associated
with 1000 web images, and comparing the exemplars chosen
by clustering to the top 20 images for that search term. Our
results suggest that Affinity Propagation is effective in select-
ing exemplars that match the top search images but at high
computational cost. We improve on these early results using
a simple distribution-based selection filter on incomplete clus-
tering results. This improvement allows us to use more compu-
tationally efficient approaches to clustering, such as Hierarchi-
cal Agglomerative Clustering (HAC) and Partitioning Around
Medoids (PAM), while still reaching the same (or better) qual-
ity of results as were given by Affinity Propagation in the orig-
inal study. The computational savings is significant since these
alternatives are 7-27 times faster than Affinity Propagation.

Keywords— Web image summarization, clustering, k-
medoids

1. INTRODUCTION

The goal of commercial image search engines, such as MSN,
Yahoo and Google, is to retrieve and present a set of images that
best represent the semantic or visual concepts and categories
of the text query. For example, the top search results for the
query “eiffel tower,” contain that structure under various view-
point and lighting conditions. Collectively these images can be
considered asexemplarsthatsummarizethe visual concepts as-
sociated with a text query, as shown in Figure 1.

In Section 2, we review recent work in presenting visual
summaries of large image collections, focusing on exemplar-
based methods. These exemplar-based approaches have been
found to be an efficient and intuitive method for representing the
larger population of results. While statistical methods, such as
principal or independent components, are often more compact
descriptions of populations, exemplars provide a natural way to
point to portions of a population of images, making it better for
tasks that require quick human understanding. The goal of this
paper is to compare and evaluate alternative clustering methods
as a way to select such exemplars.

∗Correspondence should be addressed to Yushi Jing (jing@google.com).

Fig. 1. The top search results can be considered as an approx-
imation to what an ideal image summarization engine should
generate given an image corpus.

Many alternative approaches to examplar selection have been
proposed [3] [8] [10]. In Section 3, we discuss three commonly
used exemplar selection methods: Hierarchical Agglomerative
Clustering (HAC), Partition Around Medoids (PAM) [8], and
Affinity Propagation [3]. These and other approaches to exem-
plar selection all seem promising but are difficult to evaluate
and compare, due to a lack of a clear and agreed-upon defini-
tion of what constitutes a good summarization. In this paper, we
propose a pragmatic evaluation of what constitutes a good sum-
marization result, based on comparison to the top results from
commercial search engines. This approach avoids the manual
labelling of image populations, as it becomes prohibitively ex-
pensive when applied to very large image sets. Instead, by using
top search results from commercial search engines, we can take
advantage of the years of experience, design effort, and back-
ground information that these systems incorporate into their fi-
nal search-result ordering. We discuss the details of the evalua-
tion method in Section 4 and our results in Section 5.

While the quality of the cluster-based exemplar results is
surprisingly good, the computational cost of the best cluster-
ing approaches is prohibitively expensive. To address this prob-
lem, we extend our basic idea, using a simple distribution-based
selection filter on a larger number of cluster/exemplar pairs.
This extension improves the quality of all of our clustering ap-
proaches. This improvement means that we can use the least
computationally intensive approach (HAC) while keeping the
exemplar-set quality as high as the most computationally inten-
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sive approach (Affinity Propagation). We describe this approach
in Section 6 and present our results in Section 7.

Finally, in Section 8, we consider some of the probable
causes underlying our findings and propose future extensions.

2. APPROACHES TO WEB IMAGE-COLLECTION
SUMMARIZATION

Given the explosive growth of images and other multimedia in-
formation accessible online, techniques for summarization Web
image has generated significant interest. Several recent stud-
ies have explored the use of online image hosting site such as
Flickr [12], or from commercial search engines [11] [6] [5]. In
particular, Google Image Swirl [7] summarizes and visualizes
search results in the form of exemplar tree. Due to the subjec-
tive nature of task, lack of good evaluation criteria was the major
drawbacks of prior approaches. This paper provides a compre-
hensive experiment study on the various clustering algorithm
used for image summarization.

Several works [1] [4] have been proposed from the informa-
tion retrieval community on image summarization and repre-
sentation, using textual caption data or geo tagging for image
summarization. For example, Clough et al. [1] construct a hier-
archy of images using only textual caption data, and the concept
of subsumption. However, none of them take advantage of the
visual information in the images to fill in for bad or missing
metadata.

3. CURRENT APPROACHES TO CLUSTER-BASED
EXEMPLAR SELECTION

In this paper, we compare clustering-based methods as a way
to selectK summarizing exemplars from a population of im-
ages. Our final evaluation will ultimately be based on compar-
ing our results to the images that (based on relevance feedback)
are most generally useful for a query term. However, we need
an intermediate metric for clustering against which we can oper-
ate in our unsupervised processing of new image sets. We set as
this intermediate goal finding theK exemplarsso as to best rep-
resent the full image set, using onlyK images taken from that
set. We can formalize the measure of “best” by implicitly as-
sociating all non-exemplar images in the set with one exemplar
each and considering the similarity between the full population
and their associated exemplars.

Describing this mathematically, each imageIn∀n = 1...N
in the full population associates itself with a single exemplar
image taken from the exemplar setC = {c1...cK} whereck are
the indices in the full population of the selected exemplars. We
denote this association of imageIn with exemplarIck

asck =
L(n|C). Our exemplar selection process maximize a similarity
function overC:

F (C) =
N∑

n=1

S(In, IL(n|C)) +
N∑

n=1

δn(L(n|C)) (1)

whereS(Ii, Ik) is a similarity measure between imageIi and
Ik. We define the second term to insure a distinct cluster is
uniquely associated with each exemplar:

δn(k) =
{
−∞, if n ∈ C and n 6= k;
0 otherwise.

(2)

Clustering consists of maximizingF (C) over C. This sin-
gle formulation describes a class of solutions called K-medoids
since, given a partitioning of the full set intoK disjoint sub-
sets, the best exemplar for each of these subsets is the “most
central” image in that set. K-medoids is somewhat similar to
k-means but works directly on the similarity matrix across im-
ages, instead of operating in the pixel or image-feature space.
We discuss this point further in Section 4.

Partition Around Medoids (PAM) [8] is the most-often used
k-medoids method. Like k-means, it starts with an arbitrary se-
lection of theK exemplars out ofN data points. Using the
image similarity matrix, it translates that subset selection into
a K-way partition. Unlike K-means, the re-centering step also
includes a random component: the method proposes a random
non-exemplar image to replace the exemplar previously associ-
ated with that image. The proposed swap is accepted if the new
partition using this modified exemplar set has a higher similarity
valueF (C) than the original exemplar set.

Another long-standing heuristic approach to exemplar selec-
tion is to partition the data via clustering methods such as Hi-
erarchical Agglomerative Clustering (HAC), and select exem-
plars from each of the clusters. HAC starts with each image in a
separate cluster. The number of clusters is then reduced by “ag-
glomerating” clusters, by merging the 2 (or more) clusters that
are considered most similar. The exemplar images for the final
set of clusters is selected to be the most central image, using
the within-cluster distance measure. For the results reported in
this paper, we used average image similarity within a candidate
merged cluster as our measure of which clusters are closest.

Affinity Propagation [3], like HAC, is a bottom-up method.
Unlike HAC, it has the advantage of explicitly selecting the best
exemplar for each partition as part of the partitioning process.
Affinity Propagation is derived as an instance of the max-sum
algorithm in a factor graph describing the constraints on the la-
bels and the energy function.

4. EXPERIMENTAL SET-UP

As mentioned in Section 1, our goal is to evaluate the qual-
ity of the summarization provided by a small exemplar set, for
representing a particular population of images related to a se-
mantic concept. This problem implicitly involves two distinct
optimizations: first, finding a similarity measureS(In, Ik) that
captures the semantics of similarity for the conceptual query
and, second, given that similarity measure, selecting a small
set of exemplars that best summarize the full set. Separating
these two pieces into distinct optimizations has the advantage
allowing us to separate the problem of finding locally accu-
rate similarity measures from the task of finding globally ac-
curate summarizations. Locally accurate similarity measures
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Fig. 2. Maximum bipartite matching [9] between the top 20 images returned by Google Image search for “Lincoln Memorial” and
the exemplars returned by HAC20, Affinity Propagation (AFF20), and PAM20. Bipartite pairs that are closely matched are shown
with a green border; mismatched pairs have a red border.

can then be created separately, according to concept or appli-
cation. This fits well with recently proposed approaches to
defining distance measures that insure local relative distance
orderings, without explicitly training for long-range distances.
Our study is aimed at determining which heuristic exemplar-
selection approach (HAC, PAM, or Affinity) provides the best
globally accurate summarization, given a distance measure that
shows high-quality local distance comparisons.

Since we are not currently focusing on determining locally
accurate distance measures, we use visual similarities (or nega-
tive distances) computed as part of a different image-similarity
application. The measure we used combines color, texture, and
spatial structure measures, using a discriminative learning ap-
proach. Since the same image similarity measure is used as
input to all of our clustering evaluations and since that measure
was not explicitly optimized for our application, we believe that
our evaluation of the relative merits of the alternative clustering
approaches will carry over to its use in conjunction with other
distance measures.

For this paper, we evaluate using results from a single search
engine (Google image search) and we take our terms from the
most popular queries, so that we can have some assurance that
the results returned for these queries have been the focus of con-
siderable engineering effort. To avoid terms for which there is
no visual correlate, we limit this study to 900 popular celebrity-,
location-, and product-related queries.

For each selected query, we provided the clustering algo-
rithms with up to 1000 images that were returned in response
to that query. Each clustering algorithm was run in order to se-
lect the top 20 exemplar images from this set. These selected
images were then compared to the images that were returned
on the top pages of the image search results. We completed the
comparison using maximum bipartite graph matching [9] with
the edge weights defined by the visual similarity. Using this
matching process we counted how many of the paired results
match with exact or near duplicates. The similarity threshold
that we used was selected to as a compromise that seemed to
best capture our sense of near-duplicate images. Most of the
close-match pairs are semantically similar, as well as visually
similar but there are some exceptions (e.g., column 18 in the
figure). On average across all of the query terms, 19.8% of the
image populations are covered by the image-search results, us-
ing our near-duplicate threshold. Using random selection for

our 20 exemplars, we would expect a match rate of 17%.

5. RESULTS USING 20 CLUSTERS

Figure 2 shows an example of the bipartite matches found for
K=20 using HAC, Affinity Propagation (AFF), and PAM. For
bottom-up clustering approaches like AFF and HAC, we ad-
justed the parameter to obtain clustering results of approxi-
mately 20 clusters. The number of close-match pairings from
the bipartite graphs between the top-20 image search results and
the clustering approaches is listed at the right. On each of the bi-
partite pairs, close matches are marked according to whether our
(locally accurate) visually similarity measure is below a prede-
fined threshold. In Figure 2, close pairs are marked with a green
border, while more distant pairs are marked with a red border.

We used this count of the close-match pairings between the
image-search results and the clustering approaches, in order to
determine the average matching rates. This average was com-
puted over our set of 900 queries. These averages were: 21.5%
for HAC; 33.8% for PAM; and 34.2% for Affinity Propagation.

At first glance, the percentage of close matches might seem
low (all less than 40%), due to the additional (non-visual) infor-
mation that goes into the ordering of images being returned by
the search engine, including the content and reputation of the
referring pages. In light of that additional information, the per-
centages of close matches is actually quite high for PAM and
Affinity Propagation.

We used Wilcoxon Signed Rank test [2] to determine which,
if any, of the differences in average close-match rates were sta-
tistically significant. We used this measure, instead of the more
widely know Studentt test, since the pairings are not drawn
from a normal distributions as required by the Student test.

As expected from these average close-match rates, there is a
statistically significant improvement from HAC both to PAM
and to Affinity Propagation. The improvement provided by
Affinity Propagation over PAM is also statistically significant.

Using an average close-match-rate metric for comparing our
alternative approaches could be susceptible to bias from a small
number of extreme outlier terms. To avoid that bias, we also
analyzed our alternative approaches by counting the numbers of
terms that an approach did better, worse, or the same as an alter-
native approach. To change these counts into a simple summary
statistic, we then take the difference in the better and worse per-



Table 1. Percentage of queries that were improved/worsened by each clustering approach, compared to the alternatives. This table
provides a summary of how many query terms had did better for each clustering approach than the reference approach listed in the
column. See Section 4 for additional information on how these percentages were computed.

HAC20 AFF20 PAM20 HAC40 AFF40 PAM40 HAC80 AFF80 PAM80 Average
HAC20 0 -59% -72% -67% -68% -69% -55% -53% -64% -63% HAC20

AFF20 59% 0 0% -5% -21% -3% 10% 3% -3% 5% AFF20

PAM20 72% 0% 0 -7% -17% -5% 11% 6% -4% 7% PAM20

HAC40 67% 5% 7% 0 -14% 3% 18% 12% 3% 13% HAC40

AFF40 68% 21% 17% 14% 0 16% 28% 22% 16% 25% AFF40

PAM40 69% 3% 5% -3% -16% 0 16% 7% 1% 10% PAM40

HAC80 55% -10% -11% -18% -28% -16% 0 -8% -13% -6% HAC80

AFF80 53% -3% -6% -12% -22% -7% 8% 0 -8% 0% AFF80

PAM80 64% 3% 4% -3% -16% -1% 13% 8% 0 9% PAM80

centages for each pair of methods. Using this measure with
HAC as the baseline, Affinity Propagation did better on a net of
59% of the full 900-term set and PAM did better on a net of 72%
of the full 900-term set. However there was no net term-contest
difference between Affinity Propagation and PAM, when they
were compared directly to one another: for many of those terms
on which HAC is the worst, Affinity Propagation does better
than PAM, bringing the term-contest comparison back into bal-
ance. This term-contest information, taken in conjunction with
the earlier average close-match statistics, show that the Affin-
ity Propagation is doing very well on a subset of queries (as
shown by the high average close-match statistic) but that PAM
is providing a more consistent across-query improvement to the
quality (as shown by the higher win rate in the term contests).

Based on these results, Affinity Propagation and PAM pro-
vide the best exemplar selection, being significantly better than
HAC in terms of both average close-match performance and
term contests. However, these improvements are achieved
through the use of significant computational resources. On av-
erage, Affinity Propagation and PAM take 160 sec and 22 sec
per term, respectively, while HAC takes 6 sec per term. These
differences in clustering time are a significant barrier for any
large-scale application. In the next section, we propose an ex-
tension, mainly aimed at improving the performance of the sim-
pler clustering methods without increasing their computational
cost.

6. DISTRIBUTION-BASED FILTERING OF
CLUSTERING RESULTS

Our HAC clustering results are disappointing, being only 24%
better than random selection. When we examined the clusters
and exemplars that were supporting this approach for some of
the queries, we found that this poor performance could be ex-
plained by way the later levels of the HAC process were ag-
glomerating clusters: the final clusters had non-compact sup-
port. One contributing factor is that the image-similarity mea-
sure that we are using was created to accurately reflect local
distances. When we get to the top levels of the cluster hierar-
chy, the image distances are beyond the accurate range for our
similarity measure.

Since the early clusters do correspond to intuitive groupings,
we modified our approach to cluster-based exemplar selection.
We start in the same way as in the earlier experiments, but, in-
stead of forcing the clustering to reduce to only 20 clusters, we
clustered our input set intoK clusters (givingK exemplars) for
K > 20. We sort this set ofK exemplars based on the size of
the supporting cluster, with the exemplars that correspond to the
largest clusters getting the highest priority. We then use the top
20 exemplars from this sorted list in the same experimental set
up that was described in Section 4.

7. RESULTS USING FILTERED CLUSTER-BASED
EXEMPLARS

Tables 1 and 2 give our average close-match counts from the bi-
partite graphs and the results from term-count contests, respec-
tively. In Table 1, the final non-label column gives an average
term-contest statistic across all non-identity pairs of methods.

We include for comparison the xxxt20 results. As discussed
in the previous section, the xxxK for K > 20 results are based
on the bipartite graphs between the top image search results
and the top-population-cluster exemplars. Since all of the ap-
proaches select their 20 images before creating a bipartite graph,
the performance across the approachesaredirectly comparable,
even across the different size designations: there is no built in
advantage for the filtered approaches.

All of the filtered clustering approaches give encouragingly
high close-match rates and much better term-contest win rates.
Affinity Propagation is still better than the alternatives, by a sta-
tistically significant margin. However, the filtering brings the
performance of all of the xxx40 up to or above the performance
of pure 20-cluster Affinity Propagation. This is an important
achievement, since it allows to achieve that level of performance
without paying the computational cost of Affinity Propagation.

8. CONCLUSIONS AND FUTURE WORK

Our results suggest that, at least for a subset of concepts that
have a strong visual component, cluster-based selection of ex-
emplars can get surprisingly close to the same distribution of
top images as do rankings that incorporate a large amount of



Table 2. Average rate of close-match images between each of
the clustering and filtering approaches and the top-20 image-
search results.

HAC AFF PAM
xxx20 21.5% 34.2% 33.8%
xxx40 34.9% 36.6% 34.4%
xxx80 32.3% 33.3% 34.5%

non-local, non-visual data about each image. Within the set of
cluster-based methods that we looked at Affinity Propagation
and PAM did significantly better than HAC but at significantly
higher computational cost. While all of the approaches bene-
fited by increasing the number of exemplars/clusters that were
generated and then filtering based on ranked cluster size, HAC
benefited the most. The quality of the filtered HAC exceeds that
of all of the unfiltered methods, while using less than 4% of the
computation needed for Affinity Propagation and and less than
20% of that for PAM.

This study leaves several questions for future work. First,
similar to affinity propagation, spectral clustering and kernel
methods can be useful to cluster features bounded by non-linear
decision space, and we hope to conduct such experiment in
the future. Another question is whether the exemplar approach
is applicable to non-search-term related collections of images
(such as collections of photos taken by friends and family). Fi-
nally, we should evaluate how much of the improvement seen
with the filtered exemplar supersets (e.g.K = 40) is due to the
specific image similarity measure that we used and how much
is fundamental to diverse image collections.
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