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a trusted design center and foundry, it is expensive and 
economically infeasible given current trends in the glo-
balization of IC design and fabrication. On the other hand, 
verifying trustworthiness requires a postmanufacturing 
step to validate conformance of the fabricated IC to the 
original functional and performance specifications. 

HARDWARE TROJANS
A system-on-chip (SoC) design can contain several lay-

ered and interconnecting functional components, including 
tens of intellectual property cores designed by vendors 
around the world. There are three basic types of IP cores:5 

•	 soft IP cores are delivered as synthesizable register 
transfer level (RTL) hardware description language 
(HDL); 

•	 hard IP cores are delivered as GDSII representations of 
a fully placed and routed core design; and 

•	 firm IP cores are optimized in structure and topology 
for performance and area, possibly using a generic 
library (GL). 

V ulnerabilities in the current integrated circuit (IC) 
development process have raised serious concerns 
about possible threats from hardware Trojans 
to military, financial, transportation, and other 

critical systems.1-4 An adversary can introduce a Trojan 
through an IC that will disable or destroy a system at some 
specific future time. Alternatively, an attacker can design 
a wire or some other IC component to survive the testing 
phase but fail before the expected lifetime. A hardware 
Trojan can also covertly cause a system to leak confiden-
tial information or secret keys. 

Trojans can be implemented as hardware modifica-
tions to application-specific integrated circuits (ASICs), 
commercial off-the-shelf (COTS) parts, microprocessors, 
microcontrollers, network processors, or digital signal pro-
cessors (DSPs), or as firmware modifications—for example, 
to field-programmable gate array (FPGA) bitstreams. 

To ensure that an IC used by a client is authentic, either 
the developer must make the IC design and fabrication 
processes trustworthy or the client must verify the IC for 
trustworthiness. Because the former approach requires 
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Figure 1. Modern system-on-chip design flow consists of IP-core-based design, system integration, and manufacturing.
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Figure 1 shows a typical SoC design flow, which con-
sists of IP-core-based design, system integration, and 
manufacturing. 

Design specification, either by the design house or an 
outside IP core vendor, is generally the first step. Develop-
ers translate this specification into an RTL description in 
VHSIC HDL (VHDL) or Verilog HDL. Various RTL IP cores 
can be used at this stage of the design flow. 

Developers synthesize the RTL description into a gate-
level netlist based on the logic cells and I/Os of a target 
technology library, then they integrate gate-level IP cores 
from a vendor into this netlist. They add design-for-test 
(DFT) structures to improve the design’s testability. 

The next step is to translate the gate-level netlist into 
the physical layout based on cells and I/O geometries. It is 
possible to import IP cores from vendors in GDSII layout 
file format. After performing static timing analysis (STA) 
and power closure, developers generate the final layout in 
GDSII format and send it out for fabrication.

Trojans can be inserted in ICs at the RTL during design 
specification, at the gate level during DFT insertion, at the 
layout level during placement and routing, or during IC 
manufacturing. An attacker can also insert a Trojan through 

IP cores provided by external vendors. It is thus necessary 
to ensure trust in all three parts of the SoC design flow. 

Designers must verify the trustworthiness of IP cores as 
well as thoroughly test fabricated ICs to ensure that they 
perform as intended. In addition, because SoC design-flow 
activities can occur at different geographic sites, the lack of 
centralized control makes it extremely difficult to ensure 
their trustworthiness—design strategies should accord-
ingly take trust into account.  

Due to the lack of complete verification coverage for 
most IP cores, system integrators commonly perform ad-
ditional verification and code coverage analysis. If an IP 
core is encrypted for piracy prevention, the vendor must 
provide decryption keys. 

DETECTING TROJANS IN IP CORES
Ensuring trust in IP cores is extremely difficult, as there 

is no golden version against which to compare a given IP 
core during verification. In theory, an effective way to 
detect a Trojan in an IP core is to activate the Trojan and 
observe its effects, but the Trojan’s type, size, and location 
are unknown and its activation condition is most likely a 
rare event.
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during simulation. If the IP core functions perfectly with 
these patterns, the activated suspicious signals should be 
part of the original circuit; otherwise, they must be part of 
the Trojan. 

Fault equivalence analysis reduces the number of sus-
picious signals,6,7 but activating the remaining signals is 
difficult. To activate these signals and further analyze their 
impact on circuit function, designers add new gate-level 
circuit structures that increase their controllability. 

The last step is to determine whether the suspicious sig-
nals are actually part of a Trojan or the circuit. This step is 
quite fast because the suspicious signal list is considerably 
smaller. 

Once SoC designers verify an RTL IP core’s trustwor-
thiness, they incorporate it in the regular design flow as 
shown in Figure 1.

DETECTING TROJANS IN FABRICATED 
CIRCUITS 

Researchers have developed several methods to verify 
that fabricated ICs are free of Trojans.8-16 Side-channel tech-
niques analyze power, timing, and other signals. Trojans 
typically alter the circuit design by degrading performance, 
changing power characteristics, and introducing reliabil-
ity problems. Other techniques attempt to fully activate 
Trojans in an IC by targeting nodes in the circuit multiple 
times.8

Detecting Trojans in an IP core requires identifying sus-
picious signals and components.6 As Figure 2 shows, this 
process has two phases: testbench generation and suspi-
cious signal identification, followed by suspicious signal 
analysis. The flow in the figure focuses on ensuring trust 
in soft IP cores, as they are the most dominant cores in 
the market today due primarily to the flexibility they offer 
SoC designers. 

Usually, two specifications are available for each IP core. 
The specification from the third-party IP (3PIP) core vendor 
describes the core’s function and cannot be trusted. How-
ever, the system integrator’s requirements are trustworthy 
and thus can be verified.  

Designers use formal verification6 to verify IP functional-
ity and apply code coverage analysis to identify suspicious 
signals and components. Signals and components not ac-
tivated during verification are suspected Trojans. Code 
coverage analysis includes line, statement, finite state ma-
chine (FSM), and path coverage at the RTL. 

Because redundant circuits in the IP core remain at a 
fixed-logic value and thus cannot be activated by input 
patterns, designers tentatively remove these circuits from 
the list of suspicious signals and components. Designers 
revisit these circuits during the Trojan activation step, as 
the Trojan circuit can be redundant as well. 

Sequential automatic test pattern generation (ATPG) 
methods generate special patterns to change signal values 

Figure 2. Detecting Trojans in an IP core requires identifying suspicious signals and components. This process has two phases:  
testbench generation and suspicious signal identification, followed by suspicious signal analysis.
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waveform of a Trojan-inserted circuit from that of a Trojan-
free circuit. Trojan activation schemes can be categorized 
as either region-free or region-aware. 

Region-free Trojan activation. Randomization-based 
methods attempt to systematically activate Trojans, 
regardless of where in the IC they might be located. For 
instance, Susmit and Sumit Jha constructed a unique 
probabilistic signature of a circuit based on its inputs.17,18 

They then applied input patterns to IUAs and compared 
their outputs with those of the original circuit. Any differ-
ence between the outputs indicated the likely existence 
of a Trojan. This method assumes a high confidence level 
that the original design and fabricated IC are the same.

Region-aware Trojan activation. Alternatively, devel-
opers can use a two-stage test-generation technique to 
magnify the difference between an IUA’s power waveform 
and that of the golden IC.19-21 The first stage involves par-
titioning the IUA to identify potential Trojan regions. The 
goal is to increase activity within a Trojan circuit while 
simultaneously minimizing activity for the rest of the IUA. 
Circuit flip-flops are classified into regions according to 
structural connectivity, and vector sequences are gener-
ated to identify regions that exhibit increased relative 
activity. The second stage involves applying new vector 
patterns that focus on the identified regions to magnify 
the disparity between the original circuit and possible 
Trojan-inserted circuits. 

DESIGNING FOR HARDWARE TRUST
Side-channel signal analysis and Trojan activation are 

problematic due to rare activating nets in the circuit, pro-
cess variations, and measurement noise. To improve these 
methods’ effectiveness, SoC designers must develop design-
for-trust strategies. 

Improving circuit net controllability 
The stealthy nature of hardware Trojans suggests that 

they are most likely connected to circuit nets with low 
controllability or observability. To avoid detection using 
structural or functional patterns, attackers ensure that 
Trojans are activated only by rare conditions such as an 
uncommon circuit state or certain temperatures or noise. 

ATPG methods for detecting defects operate on a Trojan-
free circuit’s netlist and thus cannot ensure trust in an IC. 
Instead, developers must generate test patterns to detect 

Power-based signal analysis 
Transient power in ICs can be used to detect Trojans. 

Most Trojans must be connected to the circuit’s power 
supply lines to operate, and any transition in a Trojan will 
draw current from the power distribution network, where 
it can be measured externally. Such transitions, however, 
are submerged in the noise of other circuit transitions.10 

To detect Trojans using power-based signal analysis, 
developers first identify a golden (Trojan-free) IC by con-
ducting a battery of tests on a large number of chips. The 
golden IC’s power signature is then obtained by applying 
random functional or deterministic input patterns. The 
measured power includes power consumed by the circuit; 
measurement noise, which developers can remove by 
making repeated measurements; and random process 
variations, which developers cannot remove.9 Any ad-
ditional measured power is assumed to be consumed 
by a Trojan. After obtaining the reference signature, de-
velopers apply the same input patterns to the IC under 
authentication (IUA). If the IUA’s power signature is dif-
ferent from the reference signature, the IUA could contain 
a Trojan. 

Power-based signal analysis presents two major chal-
lenges. First, because of process variations in transistor 
parameters, no two ICs are alike, thus the power measured 
for the same input pattern set will be different. Second, 
random patterns cannot reliably generate transitions in 
hardware Trojans; a skillful attacker can make Trojans  
resilient against such patterns.

Timing-based signal analysis 
Because a Trojan gate adds additional load to circuit 

paths, it can impact a circuit’s timing characteristics.13-15 

Even when the impact is small, sophisticated path-delay 
testing methods might be able to capture it, especially if 
the Trojan impacts a critical path. 

Detecting Trojans using timing-based signal analysis 
also presents several challenges. First, differentiating Tro-
jans from process variations is difficult because both can 
equally impact path delay. Second, it is extremely hard to 
detect a Trojan inserted on short paths in the circuit, as 
high frequencies are required to test these paths. Applying 
patterns at higher than functional frequency impacts circuit 
environmental noises (such as power supply noise), making 
detection inaccurate. Third, timing-based methods, like 
power-based methods, assume the existence of a golden IC. 
This assumption is not valid if a Trojan is inserted in all ICs.

Trojan activation methods 
Trojan activation methods can accelerate the Trojan de-

tection process and have, in some cases, been combined 
with power analysis during implementation. If a portion 
of the Trojan circuitry is activated, it will consume more 
dynamic power and thus make it easier to differentiate the 

Side-channel signal analysis and Trojan 
activation are problematic due to rare 
activating nets in the circuit, process 
variations, and measurement noise.
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increases the Trojan-to-circuit activity ratio, signifi-
cantly increasing the probability of detecting smaller 
Trojans that have a small or negligible impact on circuit  
power.

The total power consumption of a circuit under test 
is highly correlated with the total number of transitions 
in the scan cells during scan-based pattern application. 
During scan insertion, scan cells are grouped into scan 
chains based on different criteria. Scan chains usually 
scatter across the layout, and the entire design is sub-
jected to transition using each chain. Reordering scan 
cells based on their final physical location in the layout 
can localize switching activity to one region while limit-
ing switching activity in other regions.23

One proposed algorithm23 locates scan cells and res-
titches scan chains. First, it extracts the cells’ placement 
information. The algorithm then removes connections 
between scan cells. Next, it connects cells to each other 
based on their location and the number of regions (N). 
Finally, the algorithm updates the netlist with restitched 
cells for potential routing. 

Table 1 shows the effectiveness of scan-cell reordering 
in limiting switching activity in a designated target region 
for two ISCAS-89 sequential benchmark circuits: s38417, 
with 1,564 flip-flops and 4,933 gates; and s35932, with 
1,728 flip-flops and 3,926 gates. For both benchmarks, we 
grouped scan cells into N = 4 scan chains using layout-
aware scan-cell reordering. We ran the simulation four 
times and applied 132 patterns to the circuits. The patterns 
randomly applied ‘0’ or ‘1’ to the scan chain covering the 
target region (region 4) and ‘0’ to all other scan chains. To 
increase randomness, we kept scan-enable input active 
(test-per-clock mode). In all four runs, switching activity 
was mostly limited to region 4 for both benchmarks. 

Improving Trojan detection at the RTL
Developers can add ring oscillators to an IC design 

to detect changes that might be caused by a hardware 
Trojan. These special hardware structures consist of an 

the impact of any Trojans on design characteristics beyond 
process and environmental variations. 

A Trojan can have q > 1 trigger inputs that can be nets 
with very low transition probabilities. When the transition 
probability of net i is very low, either P
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probability of nets with a low transition rate, it is possible 
to eliminate hard-to-activate sites in an IC design. 

Circuit transitions are mainly caused by primary inputs 
and scan flip-flops. In large IC designs, the ability of pri-
mary inputs to cause switching is restricted to the first 
levels of circuits. However, a designer can access circuits’ 
internal cells using a scan architecture and add a test mode 
to a circuit such that in this mode all scan flip-flops func-
tionally form one or more shift registers.

To remove hard-to-activate sites in an IC, the designer 
can insert dummy scan flip-flops to increase the transition 
probability of circuit nets up to a specific threshold P

th.
22 

This in turn can expose the presence of Trojans by increas-
ing the ratio of Trojan to circuit power consumption. For 
example, in Figure 3 the probabilities of ‘1’ and ‘0’ at the 
output of scan flip-flop and primary inputs are maximum 
and equal to 1/2. Supplying internal nets having equal ‘1’ 
and ‘0’ probabilities can increase their respective transition 
probabilities. 

Improving localized switching
A major challenge when using power-based signal 

analysis to detect hardware Trojans is the large number 
of circuit transitions that mask transitions generated in 
Trojans, submerging Trojan-induced transient power 
into overall circuit power. Minimizing circuit switching  

Figure 3. Dummy flip-flop structures: (a) Pi1 >> Pi0 and (b) Pi0 >> Pi1.
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odd number of back-to-back inverters connected in a ring. 
A ring oscillator’s frequency depends on the number of 
inverters and the transient characteristics of the inverters 
and wires. If other gates in the ring load the inverter, the 
oscillator’s frequency changes.

The idea is to embed the circuit with ring oscillators 
so that any subsequent modifications to the design will 
change the oscillators’ frequency. Figure 4, for example, 
shows a ring oscillator embedded in a two-bit carry-save 
adder. Test vectors are applied to primary inputs A1, B1, A2, 
B2, and C0 to activate the ring. When the detection signal 
is set to high, the frequency is measured on the ring oscil-
lator output node. The ring oscillator’s frequency varies if 
an extra gate has been inserted or the existing gate’s func-
tionality has been modified.

When the IC design is mapped to an FPGA, the em-
bedded ring oscillators can measure the delay of paths 
other than those in which the oscillators are inserted. In 
an FPGA, the configurable logic blocks’ basic elements 
are programmed as inverters and connected through 
switchboxes and wires. A ring oscillator’s frequency thus 
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depends on the number of basic logic elements it uses, the 
number of switchboxes through which the wires pass, and 
the transient characteristics of the basic logic elements, 
switchboxes, and wires. The target FPGA’s architecture 
determines the number of switchboxes, while the con-
figuration generated by computer-aided design (CAD) tools 
determines the routing delays through the switchboxes 
and wires. A Trojan in the design could change the loca-
tion of the ring oscillator’s components and thereby its 
frequency. 

Dynamically reconfiguring the ring oscillator chains 
extends this basic approach. The designer can create vari-
ous ring oscillator chains with different frequencies and, at 
trust validation time, use one or more of these configura-
tions to obtain the corresponding reference frequencies. 
Enlarging the number of possible ring oscillator configura-
tions makes it difficult for an attacker to hard-code all the 
reference frequencies and to recognize a ring oscillator 
configuration on the fly so as to present the corresponding 
hard-coded reference frequency without additional logic. 

For an ASIC design, designers can implement ring-

Figure 4. Two-bit carry-save adder (a) before and (b) after embedding a ring oscillator (indicated by dotted lines).
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Table 1. Percentage of switching activity in s38417 and s35932 benchmark circuits.

Region S38417 S35932

Run 1
(percent)

Run 2
(percent)

Run 3
(percent)

Run 4
(percent)

Run 1
(percent)

Run 2
(percent)

Run 3
(percent)

Run 4
(percent)

1 15.7 15.8 15.0 15.0 11.6 11.4 11.9 11.0

2 07.1 07.2 07.2 07.0 08.3 07.5 08.2 06.8

3 09.7 09.3 09.6 09.5 10.3 09.9 10.4 09.0

4 (target) 67.5 67.7 69.0 68.3 69.7 71.0 69.3 73.0
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the Trust-Hub hardware trust benchmarking effort (www.
trust-hub.org).

Experimental platforms 
Researchers have validated most Trojan detection tech-

niques either on an FPGA platform or using simulations. 
While easy to prototype and verify, however, FPGAs cannot 
capture all the circuit-level characteristics of a modern IC—
for example, vulnerability to power-supply noise—and are 
not sensitive to Trojan-induced transient current. Test chips 
infected with Trojans are needed to verify detection tech-
niques and to study the effects of process variations and 
measurement noise.

Trojan detection metrics 
Metrics are needed to evaluate the effectiveness of dif-

ferent Trojan detection methods. For example, researchers 
need to quantify the ability of both power-based and tim-
ing-based signal analysis techniques to detect a range of 
Trojans in the presence of process variations. Metrics are 
also needed to evaluate Trojan activation methods.

Golden IC
Most Trojan detection methodologies assume the ex-

istence of a golden IC, which is obtained by arbitrarily 
selecting a chip from a large batch of fabricated ICs and 
thoroughly testing it. This procedure assumes that Trojans 
are inserted into random ICs, but to do so, an attacker must 
use a different set of masks for selected chips, making such 
an effort unattractive. It is more viable for an attacker to 
insert a stealthy Trojan into every fabricated IC that passes 
manufacturing tests and trust validations, obviating the 
need for additional expensive masks. This raises the chal-
lenge of detecting Trojans in ICs without relying on a golden 
IC. 

Design-for-trust strategies
Current design methodologies provide multiple op-

portunities to insert Trojans that can go undetected. It is 
important to incorporate new design-for-trust strategies 
that prevent attackers from inserting Trojans into a design 
as well as effectively detect Trojans in fabricated circuits—
in other words, ICs must be designed such that undetected 
changes are nearly impossible. We have proposed three 
such design-for-trust strategies for ICs and soft IP cores, and 
we encourage other researchers to contribute appropriate 
methods for other design levels. 

Trust in COTS and legacy components
COTS components are commonly used in ICs. These 

components are usually designed and fabricated offshore 
and thus cannot be trusted. The challenge is to develop 
testing methodologies that consider COTS components’ 
specifications and functionality without having access 

oscillator-based Trojan detection using two similar steps. 
Prefabrication, the designer embeds the ring oscillators 
and estimates the frequency using circuit simulations. The 
reference and surrounding frequencies can be chosen to 
accommodate process variation effects. Postfabrication, 
during IC trust validation, designers configure the ring oscil-
lators, measure their frequencies, and check them against 
the reference ranges. 

The main limitation of ring-oscillator-based Trojan de-
tection is that temperature and process variations can affect 
the ring oscillator’s frequency.

CHALLENGES
Researchers must tackle several major challenges to 

achieve high levels of trust in IP cores and ICs. 

Hardware trust benchmarks
Researchers carry out their work on hardware trust in an 

uncoordinated manner in labs around the world using an 
assortment of homegrown reference designs and simulation 

environments. Because reported results use ad hoc figures 
that apply to some designs, platforms, technologies, and 
Trojans but not to others, they are not universally accepted.

The CAD and VLSI research communities have suc-
cessfully designed and implemented a common set of 
standardized benchmarks to demonstrate the effective-
ness of various techniques. These include the ISCAS-85 
combinational circuit benchmarks and ISCAS-89 sequential 
circuit benchmarks for VLSI logic synthesis (www.cbl.ncsu.
edu/benchmarks/Benchmarks-upto-1996.html), the ITC-02 
benchmarks for SoC testing (http://itc02socbenchm.pratt.
duke.edu), and the IWLS benchmarks for electronic system-
level synthesis (www.iwls.org). 

Developing meaningful trust benchmarks is necessary 
to compare the effectiveness of various Trojan detection 
approaches such as side-channel signal analysis, functional 
test, structural test, partial activation pattern generation, 
and full activation pattern generation.8 These benchmarks 
are also necessary to prioritize efforts at developing de-
fenses. An industry-accepted benchmark set can bridge 
the differences in current implementation platforms and 
styles so that Trojan detection metrics have an objective, 
well-defined meaning.

Researchers at the University of Connecticut, the Poly-
technic Institute of New York University, Rice University, 
and the University of California, Los Angeles, have initiated 

Developing meaningful trust bench-
marks is necessary to compare the 
effectiveness of various Trojan  
detection approaches.
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to their internal structure. The internal details of com-
ponents no longer supplied by the original equipment 
manufacturer also might not be available; the original 
specification might be unavailable as well. Building 
replacements thus is an ad hoc process. Developing tech-
niques to validate trust in COTS and legacy components 
remains a difficult problem.

Hardware assurance expertise
Hardware has become a vulnerable link in the chain 

of trust in computing systems and must be reinforced. 
Even a cursory look at information assurance education 
reveals that hardware security is not being taught, and 
most research activity is focused on software assurance. 
Tomorrow’s systems will combine hardware and software 
to provide security and trustworthiness, and engineers 
must understand the design principles and techniques that 
relate to both. 

Lack of sufficient sponsors is also inhibiting research 
in hardware trust. The National Science Foundation and 
other government agencies, as well as the semiconductor 
industry, must provide more funding to facilitate R&D ef-
forts. Only with such resources can experts address the 
security and trust challenges of future design and fabrica-
tion processes. 

The problem of hardware security has gained sig-
nificant attention during the past several years. The 
assumption that hardware is trustworthy and that 

security efforts need only focus on networks and software 
is no longer valid given globalization of integrated circuits 
and systems design and fabrication. Until researchers 
develop novel techniques to secure hardware, any appli-
cation potentially can be considered untrusted while in 
the field. 
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