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Abstract

Power over-subscription can reduce costs for modern
data centers. However, designing the power infrastructure
for a lower operating power point than the aggregated peak
power of all servers requires dynamic techniques to avoid
high peak power costs and, even worse, tripping circuit
breakers. This work presents an architecture for distributed
per-server UPSs that stores energy during low activity pe-
riods and uses this energy during power spikes. This work
leverages the distributed nature of the UPS batteries and
develops policies that prolong the duration of their usage.
The specific approach shaves 19.4% of the peak power for
modern servers, at no cost in performance, allowing the in-
stallation of 24% more servers within the same power bud-
get. More servers amortize infrastructure costs better and,
hence, reduce total cost of ownership per server by 6.3%.

1 Introduction

The costs of building and running a data center, and the
capacity to which we can populate it, are driven in large
part by the peak power available to that data center. This
work demonstrates techniques to significantly reduce the
observed peak power demand for data centers with dis-
tributed UPS batteries, enabling significant increases in data
center capacity and reductions in cost.

Modern data center investments consist of one-time in-
frastructure costs that are amortized over the lifetime of the
data center (capital expenses, or capex) and monthly recur-
ring operating expenses (opex) [22]. Capex costs are pro-
portional to the provisioned IT power per facility, estimated
at $10-20 per Watt [9, 35, 43], as each Watt of comput-
ing power requires associated support equipment (cooling,
backup, monitoring, etc.). Utilities typically charge a power
premium that is tied to the peak power. This can become a
significant portion of the monthly bill, up to 40% [18]. This
paper examines the use of distributed batteries in the data
center to reduce both capex and opex costs.

Power infrastructure is commonly over-provisioned in
data centers to accommodate peaks and to allow for future
expansion. However, to improve common case utilization,
we can intentionally over-subscribe (under-provision) the
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power infrastructure [13, 22, 24, 27, 33]. Over-subscribing
provisions power infrastructure to support a lower demand
than the largest potential peak and employs techniques to
prevent power budget violations. In the worst case, such
violations could trip circuit-breakers and disable whole sec-
tions of the data center, causing costly down time. To avoid
this, data centers can employ power capping approaches
such as CPU capping, virtual CPU management, and dy-
namic voltage and frequency scaling (DVFS) [27, 30, 36].
CPU capping limits the time an application is scheduled on
the CPU. Virtual CPU management limits virtual machine
power by changing the number of virtual CPUs. DVES
attacks the peak power problem by reducing chip volt-
age and frequency. However, all of these techniques re-
sult in performance degradation. This is a problem for
any workload that has performance constraints or service-
level agreements because power management policies apply
these performance-reducing mechanisms at the exact time
that performance is critical — at peak load.

Govindan, et al. [18] introduce a new approach that has
no performance overhead in the common case. They lever-
age the energy stored in a centralized data center UPS to
provide energy during peak demand, effectively hiding the
extra power from the power grid. This technique is shown
to work well with brief (1-2 hours), high-magnitude power
spikes that can be completely “shaved” with the energy
stored in batteries; however, it is less effective for long (8-
10 hour) spikes. For longer spikes, they suggest a hybrid
battery-DVFS approach.

However, many large data centers do not employ central-
ized batteries. Distributed, per-server batteries represent a
more economical solution for battery backup. They scale
naturally with the data center size and eliminate a poten-
tial single point of failure. Google employs this topology in
their state-of-the-art data centers [16].

When leveraging a distributed UPS architecture to shave
peak power, challenges arise due to the lack of heavy over-
provisioning and the distributed nature of the batteries. The
absence of over-provisioned UPSs means we need to jus-
tify the use of larger batteries based purely on cost savings
from power capping. We need policies to determine how
many batteries to enable, which batteries to enable, and
when. However, there are also opportunities compared to
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prior solutions. In a centralized UPS architecture, all power
typically comes from either the battery or the utility. Thus,
when batteries are enabled, they supply all datacenter power
and drain quickly — if we only supply the over-threshold
power, the batteries can sustain longer peaks. This is eas-
ily done in the distributed architecture by simply enabling
enough batteries to hide the desired peak.

In this work, we discuss the applicability of battery-
enabled power capping to distributed UPS topologies. We
present details on the sizing and the technology alternatives
of per-server batteries and consider several approaches that
orchestrate battery charging and discharging while address-
ing reliability and availability concerns. This research goes
beyond prior work by modeling realistic data center work-
load patterns over a multi-day period and by arguing that
battery over-provisioning is financially beneficial. Enabling
the placement of additional servers under a given power
budget permits reductions of the data center total cost of
ownership per server on the order of 6%. This is equivalent
to more than $15M for a datacenter with 28,000 servers.

This paper is organized as follows. Section 2 presents
common UPS topologies and the associated trade-offs. Sec-
tion 3 describes our total cost of ownership analysis. In
Section 4 we contrast alternative battery technologies for
frequent battery charge/discharge in the data center con-
text and elaborate on their properties. In Section 5, we
present our policies. In Section 6, we discuss our experi-
mental methodology and give experimental results in Sec-
tion 7. Section 8 reviews related work in power capping
techniques, and Section 9 concludes.

2 Background

Primary power delivery in data centers is through a util-
ity line. Data centers are also equipped with a diesel gener-
ator unit which acts as a secondary source of power during
a utility failure. To facilitate switching power between the
utility and the diesel generator, an automatic transfer switch
(ATS) selects the source of power, which takes 10-20 sec-
onds [18]. During this short and critical interval, the UPS
units supply the power to the data center. In the central-
ized topology shown in figure 1(a), the power from a sin-
gle UPS is fed to several Power Distribution Units (PDUs)
to route the power to racks and servers. To eliminate the
transfer time of the power line to the UPS, data centers
commonly use double conversion UPSs. With double con-
version UPSs, power is transformed from AC-to-DC to be
stored in batteries and then from DC-to-AC to be used by
the racks and servers. Although this organization has zero
transfer time to the UPS (the UPS is always in the power
path), the availability of the whole data center is dependent
on the UPS. Additionally, double conversion introduces 4-
10% power losses during normal operation [16].

The centralized UPS topology in figure 1(a) does not
scale well for large data centers. This topology either re-
quires double conversion, so that the power network dis-

tributes AC power, to be converted again to DC, or it dis-
tributes DC over the large network, resulting in higher ca-
ble losses. The inefficiency of AC-DC-AC conversions be-
comes more costly at scale. The UPS is also a single point
of failure and must be overprovisioned.

Figure 1(b) shows the distributed design adopted by
Facebook. A cabinet of batteries for every 6 racks, or a
total of 180 servers, replaces the centralized UPS [12]. This
design avoids double conversion by customizing the server
power supply unit to support both AC power (from the grid)
and DC power (from the battery cabinet). DC power is dis-
tributed from the UPS to the servers, but in this case that
is a much shorter distance. Google goes even further, at-
taching a battery on every server after the Power Supply
Unit (PSU) [16], as depicted in figure 1(c). This design
also avoids the AC-DC-AC double conversion, saving en-
ergy under normal operation, and brings the AC distribution
even closer to the IT load, before it is converted.

Availability in data centers is a function of how often
failures happen, the size of the failure domain, and the re-
covery time after each failure. UPS placement topology im-
pacts the availability of the data center, particularly the as-
sociated failure domain. The more distributed the UPS so-
lution, the smaller the failure domain. Thus, the centralized
design requires full redundancy, while the Google approach
provides none (loss of a single node is insignificant), further
reducing cost.

3 Total Cost of Ownership analysis

Modern data centers are typically power limited [43].
This means that the overall capacity (number of servers)
is limited by the initial provisioning of the power support-
ing equipment, such as utility substations, diesel genera-
tors, PDUs, and cooling. If we reduce the peak comput-
ing power, we can add additional servers while remain-
ing within the same power budget, effectively amortizing
the initial investment costs over a larger number of servers.
Moreover, extra work done per data center should result in
fewer data centers, greatly reducing capex costs.

Distributed UPSs are currently designed to support the
whole computing load long enough to ensure safe transition
from the main grid to the diesel generator. This time win-
dow (less than one minute) translates to batteries with in-
sufficient stored energy for meaningful peak power shaving.
Therefore, to enable peak power capping using UPS stored
energy in the distributed context, we need to over-provision
per server battery capacity. This section discusses the TCO
model we use to examine the battery over-provisioning that
makes financial sense and maximizes total profits.

The profitability of an investment is defined as the gen-
erated revenue minus the associated total cost of owner-
ship (TCO). The data center revenue equals the number of
servers times the income per server. We assume constant
income per server. Therefore, maximizing the profitability
per server is equivalent to minimizing the TCO per server.
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Figure 1: Power hierarchy topologies with (a) centralized UPS and (b,c) distributed UPS solutions.

TCO/server =(dataCenter Depreciation + dataCenterOpex + server Depreciation + serverOpex) /N servers
=((FacilitySpaceDepr + UPS Depr + PowerlInfrastructureDepr + CoolingDepr + RestDepr) + dataCenterOpex
+ serverDepr + (Server RepairOpex + (Server EnergyOpex + Server PowerOpex) * PUE))/Nservers 1)

We now explain how placing more servers within the same
power budget reduces TCO per server. Our TCO analysis is
inspired by the data center cost chapter in Barroso and Hol-
zle [22]. For simplicity, we assume sufficient initial capital,
hence there are no monthly loan payments, and full capacity
for the data center (limited by the provisioned power) from
the first day. The TCO/server is given by equation 1.

In this equation, data center depreciation is the monthly
depreciated cost of building a data center (we assume 10
year straight-line depreciation [22]) The assets required for
a data center are land, UPS and power infrastructure (diesel
generators, PDUs, back-room switchgear, electrical substa-
tion), cooling infrastructure (CRAC, economizers), as well
as several other components such as engineering, installa-
tion labor, racks, and system monitors that we include in
RestDepreciation. The data center opex is the monthly cost
for running the data center (infrastructure service, lighting).
We collect the depreciation and opex cost information for a
data center with IOMW provisioned computing power (crit-
ical power) from APC’s commercial TCO calculator [5].

Servers typically have shorter lifetimes and are depreci-
ated over 4 years. Server opex consists of server repairs
and the electricity bill. Utility charges have a power com-
ponent and an energy component. The power component is
based on the peak sustained power for a 15 minute window
over the period of a month [8] while the energy is based on
the total data center energy used (different charging mod-
els provide similar results). To account for the electricity
consumed by infrastructure, excluding servers, we scale the
total server peak power and energy by the power usage ef-
fectiveness (PUE), assumed at 1.15 [16]. We assume a cus-
tomized commodity server similar to Sun Fire X4270, with
8 cores (Intel Xeon 5570) at 2.40 GHz, 8 GB of memory,
and costing $1500. The inputs to our TCO model are sum-
marized in table 1.

The table and the pie chart in Figure 2 show the break-
down of TCO/month/server. The major TCO component is
server depreciation (40.6%). Infrastructure related compo-

Data center Critical Power 10 MW

Server Idle Power: 175W, Peak Power: 350W (measured)
Number of servers 28000 (critical power / server peak)
Average Server Utilization 50% [22]

Utility Prices Energy: 4.7 c/KWh, Power: 12 $/KW [8, 18]
Server cost $1500

PUE 1.15[16]

Amortization Time

Infrastructure: 10 years, Servers: 4 years [22]

Table 1: TCO model assumptions

nents (facility space, power, cooling, and data center opex)
account for more than 35%. In the same table, we also
present how the ratio of each TCO component per server
changes when we are able to add additional servers within
the same power budget. Server depreciation, server opex,
and UPS TCO scale with the number of servers and are
constant. The energy component of the utility bill also
scales with the number of servers, but the power compo-
nent stays the same and is amortized over more servers. In-
frastructure costs are also amortized over a larger number
of servers. The UPS cost (estimated as the total cost of the
server-attached batteries) represents a very small portion of
the TCO; it is marginally visible in the pie chart. Our pro-
posal over-provisions batteries and increases the cost of the
distributed UPS. In return, we amortize the cost of several
large components over a larger set of servers. The full TCO
model described here can be found in [25].

4 Characterizing distributed UPS batteries

Current UPS designs rely on lead-acid batteries because
of their ability to provide large currents for high power ap-
plications at low cost. In this section, we discuss alternative
battery technologies for distributed UPSs, model battery be-
havior when employed for peak power capping, and elabo-
rate on the selection of parameters (capacity, cost, depth of
discharge) to minimize TCO/server.

The spider graph in Figure 3 compares the major com-
peting battery technologies for high power applications,
typical for servers, at the range of 12V and 15-30A: lead-
acid (LA), Lithium Cobalt Oxide (LCO), and Lithium Iron
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TCO/month TCO/server trend

TCO component (TCO/month/server) | with extra servers

Facility Space depreciation 96,875% (3.46%) Decreasing
UPS depreciation 3,733% (0.13%) Constant
Power Infrastructure depreciation 169,250% (6.04$) Decreasing
Cooling infrastructure depreciation 70,0008 (2.50%) Decreasing
Rest depreciation 255,594% (9.139%) Decreasing
(racks,monitoring,engineering,installation)
Data center opex (maintenance, lighting) 213,514$ (7.63%) Decreasing
Server depreciation 875,000$(31.25%) Constant
Server opex (Service/repairs) 43,7508 (1.56$) Constant
PUE overhead 55,467% (1.989%) Constant
Utility monthly energy cost 252,179% (9.01%) Constant
Utility monthly power cost 117,600$ (4.20$) Decreasing
[ Total [2,152,961$(76.89%) |  Decreasing

Facility Space
4.5% yps LA Power
0.2% Infrastructure
7.9%

Utility Peak
5.5%
Utility Energy
11.7%

Cooling
Infrastructure

PUE overhea 3.3%

2.6%

Server Opex
2.0%

Rest
11.9%

DC opex

9.9%
Server

Figure 2: Total Cost of Ownership (TCO) [5]. TCO/server decreases as we increase servers under same power budget
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Figure 3: Comparison of battery technologies [1, 44].
Note that we show the inverse of $/Wh/cycle and

recharge time so that higher is better.

Phosphate (LFP). Other technologies like NiCd, NiMH,
or other lithium derivatives are excluded because they are
dominated by one of the discussed technologies across all
metrics. LA never performs best along any dimension
except at low temperatures. While LA is cheapest per
Wh, LFP offers an order of magnitude more recharge cy-
cles, hence provides better $/Wh/cycle than LA. LCO is
the most expensive technology and provides comparable
recharge cycles to LA. The advantage of LCO technology is
its high volumetric density (Wh/l) and gravimetric density
(Wh/Kg). Lithium batteries have longer service life than
LA and also recharge faster. LFP has higher margins for
over-charging and is safer than LA (may release toxic gases
when over-charged) and LCO (may catch fire).

Properly selecting the technology and battery size de-
pends on its use. UPS batteries in modern data centers are
discharged only during a power outage. According to [34],
the number of utility outages that affect data centers ranges
from 1.5 to 4.4 per year. Therefore, cost, service life, and
size are the most important parameters. The selection cri-
teria become quite different when we re-purpose the batter-
ies to be aggressively charged and discharged. Recharging
cycles become crucial because continuous battery use may
drastically shorten battery lifetime, resulting in frequent re-
placement costs that negatively affect TCO/server. Hence
$/Wh/cycle is a better metric than $/Wh alone. Since LCO
does poorly on both cost and cycles, it is not considered
further.

We now focus on the per server distributed UPS design
and explore the degree of overprovisioning that is most fi-

Input H LA V‘alueLFP Reference
Service time 4yrs 10yrs | [45, 11]
Battery Cost per Ah 2$/Ah | 5$/Ah |[11,1]
Depth of Discharge 40% 60% | Estimated (see figure 6)
Peukert’s exponent 1.15 1.05 [21]
Existing Server Bat. Capacity 3.2Ah [16]
Recharge Cycles f(DoD) — Table 3 | [45, 42]
Battery Voltage 12V [16]
. Estimated
Max Bat. Discharge Current 23A (ServerPeak * PSUeff / Voltage)
PSUeff 0.8 [7]
Discharges per day 1 Based on data from [15]
Battery losses 5% [40, 46]

Table 2: Input values for battery cost estimation.

nancially beneficial. We derive comprehensive models for
the effective battery capacity, battery discharge time, aver-
age battery lifetime, and resulting battery depreciation cost.
Due to space constrains, we refer the reader to [26] for those
equations.

Battery cost is estimated based on its 20h-rated capacity
in Amp-hours (Ah) and the cost per Ah. We derive the re-
quired battery capacity based on the amount of power we
want to shave and the corresponding energy stored in a bat-
tery for a given daily power profile. We derive the cost per
Ah from [1, 11]. Tables 2 and 3 show all the inputs for the
battery sizing estimation. Those inputs include Peukert’s
exponent [21], which is used to derive the battery discharge
time as a function of the discharge current for a given bat-
tery capacity. Peukert’s exponent is lower for LFP, meaning
it retains more useful capacity at high discharge currents.

Depth of discharge is a critical input. High depth of dis-
charge (e.g., allowing the battery to discharge 90% of its
original capacity each time) erodes the lifetime of the bat-
tery and possibly makes the system vulnerable to power
failures. Low depth of discharge means we need larger,
more expensive batteries to shave the same peak power.
See [26] for full details.

To derive the required battery capacity, we first set a
peak power reduction goal and estimate the total energy that
needs to be shaved at the data center level over the period of
a day. We assume all batteries get charged and discharged
once per day because, according to [15], all the traffic pro-
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Figure 4: Battery capacities for different pulse widths and portion of peak power shaved. We also show the monthly
TCO per server savings, assuming current battery costs, for the specified capacities of Lead-acid (LA) and Lithium
Iron Phosphate (LFP) batteries. When the battery cannot fit within a 2U server, the associated savings are hatch

shaded.

DoD (%) 10 20 30 40 | 50 | 60 | 70 | 80 | 90 | 100

Rcycles LA 5000 | 2800 | 1860 [1300|1000| 830 | 650 | 500 | 410 | 330

Rcycles LFP || 100000 {40000 | 10000 | 6000 {4000 | 3000 | 2000 | 1700 | 1200 | 1000

Table 3: Recharge cycles as a function of depth of dis-
charge (DoD). Deep battery discharge results in a fewer
recharge cycles[42, 45].

files of large distributed applications demonstrate a single
peak.

We use our battery models to contrast LA with LFP tech-
nologies as we vary the peak time in the power profile, study
the effect of decreasing battery cost per Ah, and identify the
depth of discharge that minimizes TCO/server. Figure
4 shows the provisioned battery capacity for a given peak
power time and a targeted reduction in peak power as well
as the respective TCO/server reduction. More energy needs
to be stored in the battery to achieve the same reduction
in peak power as the duration of peak power demand in-
creases. Hence, the cost of the distributed UPS increases.
In the LA case, over-provisioning is no longer helpful when
the peak power lasts for 8 hours. This means that the ad-
ditional distributed UPS cost is similar to the reduction of
TCO/server due to amortization of the infrastructure costs
on more servers. In contrast, LFP batteries remain benefi-
cial for 8 hour peaks. Size constraints only allow shaving
5% of the 2-hour peak demand in the LA case, while we can
shave 5% of an 8-hour pulse with LFP. In the TCO/server
diagrams in figure 4, we denote the battery capacities that
do not fit in a 2U server by hatch shading the respective
columns. For the same spike duration, it always makes
sense to shave more peak with a bigger battery, within size
limitations. To further quantify these profits, we find using
the analysis of section 3 that 6.3% monthly TCO/server re-

duction translates to $4.8 per month per server, or more than
$15M over the 10-year lifetime of a data center with 28,000
servers.

Figure 5 presents the monthly TCO/server savings as the
battery costs change. The projection for LA batteries is
that costs do not change, while LFP prices are expected to
be reduced due to the push for cheaper hybrid and electric
cars [10]. For these graphs we assume that LFP cost reduces
yearly at 8% [3]. At 4h peak per day, we achieve 5.5%
TCO/server reduction for lead-acid, ignoring space consid-
erations, while this value drops to 1% for a battery that fits
within a 2U server design (2h peak). Using LFP batteries to-
day we can achieve 7.25% TCO/server reduction and these
savings will increase to 8.75% in the next 6 years.

Figure 6 shows the relation between depth of discharge
and the TCO/server gains for both LA and LFP technology.
There is a clear peak for the values 40% and 60% DoD, re-
spectively. For low DoD values, the battery costs dominate
the savings, because we need larger batteries to provide the
same capping. For large DoD values, the lifetime of the
battery decreases and more frequent replacements increase
the UPS cost. The peak reduction of TCO/server occurs
when the number of recharge cycles is equal to the battery
service life in days. Note that due to the battery overpro-
visioning, less than 5% charge can sustain the server for 1
min and ensure data center continuity. Therefore, battery
lifetime considerations affect TCO/server well before data
center continuity becomes a concern.

To summarize our discussion on battery technologies
and battery properties, we conclude: (1) Battery-based peak
power shaving using existing batteries is only effective for
brief spikes. To tolerate long spikes, larger batteries are nec-
essary. However, the benefits from increased peak power
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Figure 5: For the 4 hour pulse we show the projection of
savings (ignoring space constraints) as the battery cost
changes in the future [3].
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Figure 6: The relation between targeted depth of dis-
charge and the reduction in TCO.

shaving outweigh the extra battery costs even when high
demand lasts 8 hours. (2) LFP is a better, more profitable
choice than LA for frequent discharge/recharge cycles on
distributed UPS designs. This is due to the increased num-
ber of cycles and longer service lifetime, better discharge
characteristics, higher energy density, and the reduction in
battery costs expected in the near future. (3) It makes sense
to increase the capacity of the battery to the extent that it
fits under the space constraints. This translates to increased
power reduction and more savings. (4) For each battery
technology, there is a depth of discharge value that maxi-
mizes savings (40% for LA and 60% for LFP). This is the
point where battery lifetime is no longer limited by the bat-
tery service time and needs to be replaced earlier due to
frequent charging and discharging.

5 Policies

The analysis in the previous section assumes a simplified
model of the power profile and perfect coverage of that peak
by the batteries. As we move to a more complex model of
real data center workloads and the associated power pro-
files, we investigate a number of policies for peak power
shaving which react to the observed load on the data center
power infrastructure.

We evaluate three policies for peak power shaving using
distributed, per-server batteries. We examine policies that
operate at different levels of the power hierarchy. The first
policy budgets power at the server level. The second oper-
ates at the PDU level to coordinate the batteries of all the
servers powered by the same PDU. Finally, power budget-
ing at the cluster level coordinates all the machines in a clus-

Local Power > Threshold

Available

Local Power < Threshold

)

Recharge Completed
|e09 @oq < 8bieyosiq

Recharge Completed
|eob goQ < abieyosiq

Not
Available

Local Power < Threshold - Recharge Power

() (®

State=[NumAuvail, NumInUse,NumNotAvailable, NumRecharging]

/* NumAvail: Batteries with charge currently idle (Available state)*/
/* NumInUse: Batteries with charge currently discharging (Inuse)*/
/* NumNotAvail: Batteries without sufficient charge (NotAvailable)*/
/* NumRecharging: Batteries currently recharging (Recharge)*/

: /* Get difference between current and targeted power */
: delta = load - threshold

: /* Get difference in batteries */

ABats = abs(delta)/serverAveragePower
: if (delta > 0) then

/* Over peak goal */

EnBats = min(NumAvail, ABats)
NumlInUse += EnBats

NumAvail -= EnBats

10: Enable EnBats batteries

11: end if

12: if (delta < 0) and (ABats > 25) then
13:  /* Under peak goal */

14: DisBats = min(NumInUse, ABats)
15: NumAvail += DisBats

16: NumlInUse -= DisBats

17: Disable DisBats batteries

18: RSlackBats = ABats-DisBats

19: if RSlackBats > 0 then

R I A

20: NumRecharging += RSlackBats
21: Recharge RSlackBats batteries
22: end if
23: end if

()

Figure 7: Per battery state machines for the local policy
ServCtrl(a) and the coordinated policies PduCtrl and
ClustCtrl (b). The controller logic for (b) is described
in (c).

ter. The communication protocol to remotely enable/disable
batteries or start recharge can be easily supported with exist-
ing network interfaces, such as SNMP or IPMI. The actual
control algorithm can be implemented entirely in software.
The policies manage battery discharge and also recharge.
Recharging the batteries requires appreciable power and is
thus best performed when the overall data center load is low.
We consider the following policies:

1. Server with Local Controller (ServCtrl) When
a server’s power exceeds a preset threshold, this policy
switches that server from grid power to battery power. The
value of the power threshold defines how aggressively we
cap power. When the overall power consumption is less
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than the threshold and there is sufficient margin to recharge
the battery without exceeding the budget, battery recharge
is enabled. Each server has its own local LFP battery and
a controller that periodically monitors server power. Fig-
ure 7(a) shows the state machine for this controller. If mea-
sured server power is higher than the local power thresh-
old (peak power cap / number of servers), then the con-
troller switches the server to battery power. Recharge ac-
tivates when battery depth of discharge reaches the set goal
(60% for LFP) and there is sufficient margin between the
current server power and the target power cap to accommo-
date recharge power.

2. PDU with Centralized Controller (PduCtrl). This
policy implements a controller per PDU. Each controller
coordinates the operation of the batteries associated with
the servers under a common PDU in order to match the en-
ergy to be shaved with the number of discharging batteries.
It periodically estimates the power difference between cur-
rent PDU power and the targeted PDU peak. As soon as
this delta becomes positive, the controller estimates the ap-
proximate number of batteries that should start discharging
(abs(delta)/serverAveragePower). Similarly, when the delta
is negative and there are discharging batteries, the local con-
troller will signal a number of batteries proportional to the
magnitude of the estimated difference to stop discharging.
We introduce an additional condition that the number of bat-
teries we want to stop needs to be more than 25, which pro-
vides some hysteresis. The value 25 is a function of how
fast the workload changes and how fast our controller re-
sponds (controller period is 3 mins).

Figure 7(b) and 7(c) show the state machine for the local
battery controller and pseudo-code for the algorithm run-
ning on the PDU level controller. Arcs labeled in light color
correspond to events sent to or from the centralized con-
troller, whereas the other arcs, such as determining when
the DoD goal has been met, remain local decisions. The
controller attempts to distribute the enabling and disabling
of batteries evenly by employing a static sequence that is in-
terleaved across racks. When no batteries are currently en-
abled, the controller gradually signals discharged batteries
to recharge. The controller also forces batteries that have
not yet discharged to the DoD goal, but have not recently
been recharged, to begin recharging in anticipation of the
next day’s peak. Staggering recharge limits the possibil-
ity of power violations during low demand periods due to
recharge power drawn from the utility.

3. Cluster with Centralized Controller (ClustCtrl).
This policy applies the same logic as PduCtrl, but at the
cluster level. Data center power delivery involves circuit
breakers at several levels of the hierarchy. The previous
policy, PduCtrl, maintains a power budget at the PDU level
allowing additional servers at the PDU level. This policy
targets a power budget at the cluster level, enabling over-
subscription at the cluster level. We again employ a se-
quence to enable and disable batteries to evenly distribute

Workload Service Time Mean | Interarrival Time Mean | Reference
Search 50ms 42ms [29]
Social Networking | 1sec 445ms [4]
MapReduce 2 mins 3.3 mins [6]

Table 4: Workloads

the power load across the levels of the power hierarchy.
6 Methodology

Section 3 derives upper bound power savings based on
a simplified model of the workload and oracle knowledge
of that workload. Here we present the tools used to model
a variable, data-driven workload and realistic reactive cap-
ping policies that do not rely on oracle knowledge.

We developed a discrete-event simulator that captures
the behavior of 1000 server nodes at the back-end of large
distributed web applications. Each server is modeled as a
queue with 8 consumers (cores) per server to service the
incoming requests. Thus, we simulate a large network of
M/M/8 queues. Our simulator monitors all levels of the
data center power delivery hierarchy, namely the servers,
racks, PDU, cluster, and data center. We measured the idle
power of a Sun Fire X4270 server with a Hioki powerme-
ter as 175W and the peak while fully utilized as 350W. We
model server power as varying linearly between these two
values, based on utilization.

For our results, we assume a distributed UPS with 12V
LFP batteries attached to each server, provisioned at 40Ah,
the maximum capacity that fits within the server size con-
straints. These batteries can sustain peak load for 92 min-
utes and take 2 hours to recharge once fully drained, mea-
sure 285.27 in® or 16% of the 2U rack space and should fit
in front of the server in the cold aisle. To properly capture
Peukert’s effect during discharge, we recalculate remaining
charge time every time the power draw on an individual
server changes.

Table 4 presents the parameters of the workloads we use
in our simulator. We assume a mix of web search, social
networking, and MapReduce background computation. To
capture the dynamic behavior of our workloads through-
out the day, we use the Google Transparency Report [15]
and scale interarrival time accordingly. We collect the traf-
fic data for a whole year (10/1/2010-9/30/2011) for two
google products in the United States. Google unencrypted
search represents search traffic, and Orkut represents social
networking traffic (similar to Facebook). MapReduce is a
company internal product and, as such, does not appear in
the Transparency report. Instead, we reproduce the weekly
waveform that appears in figure 3 of [6] and repeat it over
the period of a year.

We model a data center which serves all three types of
workloads, with relative total demand placed on the servers
in the ratios shown in Table 5. The relative loads of search
vs Facebook/Orkut is chosen to match worldwide demand
as reported by www.alexa.com [2]. Note that we use Orkut
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Figure 8: On the left we see the variation of data cen-
ter energy throughout the year. During weekends and
the summer traffic is lower. The average energy cor-
responds to 240.1W per server or utilization of 37.1%.
On the right we zoom on the three days with highest
energy requirements (11/17/2010-11/19/2010). We show
average server power for each service and for MIX, the
aggregate load. The average power for these days is
250.5W and the corresponding utilization 43%.

Workload Relative Normalized Traffic
Search 29.2%

Social Networking 55.8%
MapReduce 15%

Table 5: Relative traffic numbers as obtained from [2].
MapReduce jobs are 15% of the load.

data to define the shape of the social networking demand
curve, but use Facebook data to gauge the magnitude of the
load. The maximum daily peak of the aggregate load is
set to 80% of the data center peak computational capability.
This number leaves sufficient computing margin to ensure
stability of the system, and is consistent with published data
center design goals, as shown in figure 1 in [29]. Note
that because of this restriction the peak observed value of
the average server power, 315W, is less than than the peak
achievable power of 350W.

Figure 8(a) shows the day-to-day variation of the daily
data center energy. The yearly daily average corresponds
to 240.1W per server and varies moderately throughout the
year. Weekends and summer months demonstrate lower
traffic. We test our policies on the three consecutive days
with the highest demand in energy. Graph 8(b) zooms in on
these days (11/17/2010-11/19/2010) and presents the daily
power profile for each workload separately, as well as the
combined mix. The peaks of Search and Facebook are ad-
jacent resulting in a waveform with broader peak. MapRe-
duce traffic increases the variance of the graph.

We evaluate the workload mix in figure 8(b) under two
different web service allocations: 1) restricting each service
to its own dedicated set of servers (split case), 2) co-locating
all web services, with highest priority for search, lower for
social networking and lowest for MapReduce jobs (mixed
case).

Additionally, we emulate the scheduling of jobs across

individual servers. Specifically, we consider a simple
round-robin scheduling policy, similar to the operation of
a naive web traffic load balancer, and a load-aware policy
with knowledge of server CPU utilization. This scheduler
is responsible for allocating the work among servers and is
independent from the per-server scheduler that maps jobs
to specific cores. In our simulated data center, the load-
aware policy is extremely effective at distributing the load
evenly, probably unrealistically so. Thus, the round-robin
scheduler represents a more uneven distribution of work.
A deployed load-aware scheduler probably falls somewhere
between the two.

7 Results

The capacity of the battery, as well as the targeted DoD
level, place an upper limit on the power capping that is pos-
sible for a given traffic pattern. In practice, though, the max
achievable power capping also depends on the effectiveness
of the policies that control the batteries. Setting the power
capping threshold aggressively creates lower margins for
wasted energy in our solution. There are two sources of
battery energy waste: spatial and temporal. Spatial waste
enables more batteries than necessary to shave a portion of
overall power, while temporal waste enables batteries when
capping is not required.

In this section, we gradually lower the peak power
threshold until a policy begins to violate it. We show results
for the lowest threshold (per server) that succeeds (horizon-
tal line in figures 9, 10). Thus, we can compare policies
based on that threshold. Some policies are not effective
enough to cap power over a reasonable range. For those
we give examples to illustrate why they fail. On an aver-
age day, it is to be expected that conservative estimates of
peak power will result in a decent margin between battery
capacity and the shaved peak load (some days the batteries
may not be used at all). However, because we are modeling
the worst days of the year, it is reasonable to expect that the
available battery capacity is fully utilized. This methodol-
ogy is reflective of what would happen on those days.

The ServCtrl policy (Figure 9(a)) assumes distributed,
per-server batteries and does not require any centralized co-
ordination. It relies completely on local server information.
It is easy to implement, but due to the lack of coordination
this scheme does not make efficient use of battery stored
energy. Specifically, ServCtrl introduces temporal energy
waste when transient effects create imbalances in the load
across servers, resulting in battery discharge even if the to-
tal data center power does not exceed the threshold, leaving
fewer batteries available to hide the real peak. We can even
have batteries recharging during the peak. In the round-
robin case, we cannot effectively shave peak for any mean-
ingful power threshold,

When very effective load-balancing is in place, we see
fewer instances of unnecessary discharge, but we observe
a new problem. Once traffic increases to the degree that
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Figure 9: These plots show the average server, grid and batter power during battery discharge and charge. Grid
power is equivalent to server minus battery power. Power capping at higher power hierarchy levels is more effective.

the power of each server crosses the threshold, all batteries
begin discharging. As a result, a power dip follows. This
effect is clearly visible in figure 9(d). Because the batteries
reduce overall datacenter power well below the threshold,
this overuses the total battery capacity. This is a similar
effect experienced with power capping on a centralized UPS
that can only produce power from the grid or the UPS, but
not both. With this scheme, the batteries cannot sustain the
peak, and grid power eventually exceeds the threshold.

There is a trade-off between recharge time and recharge
current. Large values for recharge current (power) reduce
recharge time but make it harder to find the necessary mar-
gin to initiate a recharge without violating the power bud-
get. On the other hand, low recharge current provides ample
margin for batteries to recharge, but risk having the battery
still charging when the next peak arrives. For the ServCtrl
policy we use a small recharge current of 3.7A (~0.1C) that
corresponds to a charge time of 10 hours. In the coordinated
policies, PduCtrl and ClustCtrl, the controller initiates the
recharge of each server battery. It is much easier to find suf-
ficient power slack to recharge a battery without violating
the PDU or the cluster power budget respectively. For these
policies, we use a high recharge current of 18.5A (~0.5C)
that corresponds to a charge time of 2 hours.

Figure 9b shows that the PduCtrl policy performs much
better than ServCtrl, maintaining a power threshold of
264W for round-robin and 262W for the load-aware sched-
uler. This is the result of coordination among batteries to
achieve a local cap at the PDU level. Just enough batteries
in each PDU region are activated to reduce power below the
threshold, thus preserving other batteries to ride out the full

peak. Battery recharge is similarly coordinated so that no
more than the available spare power is used for recharge.
Global imbalances in the loads seen by each PDU result
in slight noise in the total power; however, because each
PDU is enforcing its threshold, that noise only results in
grid power varying a little below the threshold.

That result holds when all three services run on all PDUs,
because each PDU sees a similar power profile. For the
PduCtrl we also study the scenario where each service is
allowed to run on a subset of the PDUs. In this case, bat-
teries are statically partitioned. As a result, search batteries
are not available to help with the Facebook peak, and vice
versa. Globally, we have batteries charging and discharging
at the same time, which is clearly suboptimal. The lowest
power budget that we can enforce in the split case is 291W
(figure 10). This analysis motivates resource sharing among
applications, despite the associated complexity for fairness
and quality of service.

Figures 9c, 9f show the ClustCtrl policy applied on the
mixed scenario for the round-robin balancing and the load-
aware balancing. The lowest power cap for this policy is
254W and 252W for the two cases. Note that both of these
results are very close to the ideal scenario which would re-
duce power to 250W (average power for the worst day).
This increased efficiency is a direct result of being able to
take a more global view of power. Imbalances between the
PDUs no longer result in undershooting the power thresh-
old, allowing us to preserve batteries that much longer.

There are many considerations that might determine the
right level to apply our battery control policies. Our results
show that the policy becomes most effective as we move up
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Figure 10: Here we quantify the effect of segmenting
webservices into predefined PDUs. In (a) we show the
server average power per PDU (without batteries) for
the mixed case. In (b) we show the split case. When
webservices run on split servers there are fewer avail-
able batteries to deal with a power peak. This is why
in (c), when we use the batteries we can only guarantee
peak power of 291W.

the power hierarchy. Most importantly, the policy should
be applied no lower than the level at which the component
workloads of the datacenter are mixed together. These re-
sults indicate that with properly sized batteries and an ef-
fective control policy, we can do much more than shave
the extreme peaks of the load — in fact, we almost com-
pletely flatten the power profile very close to the average
power. Capping peak power from 315W to 254W corre-
sponds to a reduction of 19.4%. This reduction will al-
low 24% more servers within the same provisioned power
and reduce TCO/server by 6.3% (see section 3), resulting
in more than $15M savings in costs for a data center with
28,000 servers over its lifetime.

Guard band and DVFS - when projections fail Prior
work on power capping either applied performance degrad-
ing techniques, like DVFS, at peak load, or fall back to it
as a failsafe when the batteries fail [18]. However, apply-
ing techniques such as DVFS at peak load is often an unac-
ceptable option. Many datacenter applications track perfor-
mance by watching the tail of the performance distribution
— e.g., 95th percentile response time. Applying DVES at
peak load, even for a short time, can have a disastrous ef-

fect on those metrics. DVFS not only extends latencies, but
also reduces throughput and induces higher queuing delays.
Reducing performance at peak load increases the response
time of those jobs already at the tail of the distribution.

Our technique does not apply DVFS, even when the peak
power exceeds our conservative estimates, nor do we give
up and allow the grid power to increase. In all the previous
algorithms we disable the batteries once we hit the DoD
goal (preserving battery lifetime — see Section 4). However,
another benefit of the high DoD limit is additional stored
energy in our batteries that can be used in case of emer-
gency. With LFP per-server batteries there is approximately
35% guard band before we are in danger of not having suf-
ficient reserves to survive a grid failure. This guard band
can be used on days where the power profile exceeds worst-
case peak power estimates. Our projections for the optimal
DoD level were based on daily discharge; however, going
below 40% to say, 35% or 30%, a couple times a year,
or even once a month, will have no significant impact on
the lifetime of the battery. Thus, we never need to apply
performance-reducing mechanisms at peak load unless our
estimated peak power is off by enormous margins. That
does not mean that DVFS cannot still be an effective power
management technique. But in our system, we would apply
it during low utilization, where there is slack in the response
times. By reducing power at low demand, we create more
margin for recharging and accelerating the recharge cycle.
This technique is not employed in the results shown in this
paper, but would allow us to shave even more power with
minimal performance impact.

Failure analysis In large data centers it is common to
cluster maintenance operations to reduce costs. This means
that a non-negligible portion of batteries may be unusable
for peak power shaving purposes before these batteries get
replaced. Figure 11 shows how the lowest achievable peak
changes when we assume that a portion of batteries has
failed. We compare the best policy ClustCtrl with and with-
out the use of the additional energy provided by discharg-
ing our batteries beyond the DoD goal. The peak threshold
gradually increases with a larger portion of dead batteries.
However, the increase is relatively small. Even when half of
the batteries are dead we can still shave 16% of peak power.
For these experiments, we find that we do not need to mod-
ify the algorithm of the controller to handle the unusable
components. The controller signals a faulty component to
start discharging, but no decrease in power takes place. As a
result, the controller signals additional batteries in the next
round and eventually corrects for the failure without any
direct feedback. We also observe that the additional en-
ergy from (rare) deeper discharge of the batteries allows us
to shave more power with fewer batteries. However, if the
datacenter is allowed to enter deeper discharge frequently
while dead batteries stack up for an extended period, then it
can have an impact on the battery lifetime.
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Figure 11: As the number of unusual batteries increase,
the lowest possible peak power increases. Allowing to
exceed our DoD goal occasionally, permits even higher
peak power reduction. Load imbalances discharge bat-
teries at different rates and make power capping harder.

Energy proportionality The server used for this study is
a representative modern platform, with idle power close to
50% of peak, based on our measurements. In the future,
servers are expected to become increasingly energy propor-
tional. We model the impact of a server that is completely
energy proportional.

Energy proportional servers essentially increase the
height of the peak, relative to the average power, since
power is significantly lower during off-peak periods. Con-
sequently, we can further reduce the power threshold. Our
simulations indicate the ability to reduce the peak observed
power from 280W to 175W, a reduction of 37.5%. That
results in an increase in server capacity of 60%.

8 Related Work

Peak Power Provisioning and Capping: Reducing
power consumption in server clusters is a well-studied prob-
lem in the literature [39, 31, 28, 17]. The overall idea is to
combine CPU throttling, dynamic voltage/frequency scal-
ing (DVES), and switching entire servers on/off depending
on the workload. Raghavendra, et al. [39] note that more
efficient power management solutions are possible by man-
aging power at the rack level than at individual blades. They
devise proactive and reactive policies based on DVFS to cap
power budgets at the rack level. Nathuji and Schwan [31]
introduce the notion of power tokens to deal with hetero-
geneity across hardware platforms. Govindan, et al. [17]
combine applications with heterogeneous characteristics in
terms of burstiness. As a result, the power budget is ex-
ceeded statistically infrequently. DVES is used as a failsafe
mechanism to prevent against lasting peak power violations.

Femal et al. [14] were among the first to use formal con-
trol theory to maximize throughput while capping power.
Raghavendra, et al. [36] extend the control theory idea
to present a hierarchy of coordinated controllers that cap
power across different levels of the power hierarchy and
minimize performance impact. They argue for nesting con-
trollers that operate at different time granularities to ensure

stability and emphasize the information flow between the
controllers.

Using batteries in data centers: Battery power man-
agement has been studied in the embedded/mobile system
domain with various works proposing techniques to adjust
the drain rate of batteries in order to elongate the system op-
eration time [32, 38, 37, 41]. Prior research has also inves-
tigated analytical models for battery capacity and voltage in
portable devices [32, 41, 23]. Govindan, et al [18] intro-
duce the idea of reducing data center peak power by lever-
aging the stored energy in a centralized UPS. During peak
load, power from the UPS batteries augments the main grid,
effectively hiding the peak from the utility service. Dur-
ing low load, the batteries recharge, consuming additional
power.

In a follow-up work [20], they extend their prior work to
also use distributed UPSs for peak power capping. That
work focuses on power capping at the rack, using small
lead-acid batteries to shave peak power. This approach al-
lows them to prevent rare, brief power emergencies without
performance degradation and relies on DVFS and load mi-
gration for peaks longer than several minutes. In our work,
we examine solutions at multiple levels of the power hierar-
chy, show the financial advantages of more aggressive bat-
teries with a more detailed model that incorporates battery
lifetime considerations, and employ solutions that sacrifice
no performance — the desired solution in a performance-
sensitive data center under peak load.

In a separate work [19], the same authors also argue for a
distributed UPS solution from a cost and reliability perspec-
tive. They find that a hybrid distributed UPS placement, at
PDU and server level, yields the most promising topology.
They do not consider battery energy for peak power capping
in that work, but this finding provides additional motivation
for our work on the use of distributed batteries for power

capping.
9 Conclusions

State-of-the-art data centers such as Google’s and Face-
book’s have adopted a distributed UPS topology in response
to the high cost associated with a centralized UPS design.
In this work we explore the potential of using battery-stored
energy in a distributed UPS topology to shave peak power.
We describe how to provision the capacity of the battery and
elaborate on how recharge cycles, the depth of discharge,
and the workload power profile affect the potential for peak
power shaving. We leverage the distributed nature of the
batteries and design a controller to use them only when
needed and thus prolong the duration of their usage, without
violating the targeted power budget. Significant peak power
reductions of up to 19.4%, are possible with our technique.
These reductions allow us to provision more servers under
the same power budget and reduce the TCO per server by
6.3%, significantly increasing the computation that can be
done per facility and saving millions of dollars per datacen-
ter.
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