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2.1 Introduction

Online panels have been used in survey research as data collection tools since the late 1990s
(Postoaca, 2006). The potential great cost and time reduction of using these tools have made
research companies enthusiastically pursue this new mode of data collection. However,

1 We would like to thank Reg Baker and Anja Göritz, Part editors, for their useful comments on preliminary
versions of this chapter.
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the vast majority of these online panels were built by sampling and recruiting respondents
through nonprobability methods such as snowball sampling, banner ads, direct enrollment,
and other strategies to obtain large enough samples at a lower cost (see Chapter 1). Only a
few companies and research teams chose to build online panels based on probability samples
of the general population. During the 1990s, two probability-based online panels were
documented: the CentER data Panel in the Netherlands and the Knowledge Networks Panel
in the United States. Since then, a few probability panels have been started in the 2000s,
including the Face-to-Face-Recruited-Internet-Platform (FFRISP) and the American Life
Panel in the United States, the Longitudinal Internet Studies for the Social Sciences (LISS)
in the Netherlands (Callegaro & DiSogra, 2008), and a handful of new panels are being
built in European countries, including Germany,2 France3 (Das, 2012), Norway, and Sweden
(Martinsson, Dahlberg, & Lundmark, 2013).

In the minds of many is the question: how do online panels of nonprobability samples
compare in terms of quality to online panels of probability samples? The reasons why many
online panels were built using nonprobability sampling and recruitment methods stem from
methodological as well as financial reasons and are discussed in Chapter 1. In this chapter,
we review a set of studies comparing survey estimates obtained from online panels to other
data collection methods in order to assess the quality of the former, capitalizing on more than
a decade’s worth of studies and experiments.

We aim to provide data-driven answers to four main research questions:

1. How accurate are point estimates computed from online panels of probability and non-
probability samples?

2. How useful are weights in improving accuracy of these estimates?

3. How do relationships across variables and predictive relations from online panels of
probability and nonprobability samples compare to benchmark surveys?

4. How do experiments on online panels of probability and nonprobability samples repli-
cate over time and across panels?

2.2 Taxonomy of comparison studies

The existing studies comparing statistics from online panels of nonprobability samples to
other sources differ with respect to whether the comparison is done against a survey using a
probability or nonprobability sample, the mode of data collection, and whether benchmark
estimates are available. We found six types of designs depending on these aspects in the lit-
erature (Table 2.1). The designs are not mutually exclusive; many studies use a combination
of two or more designs, for example, an online panel from a nonprobability sample can be
compared against an online panel and a telephone survey both using probabilistic sampling.

Next, each will be described, together with their strengths and weaknesses:

1. Design 1: Comparison of two online panels with nonprobability samples. Design num-
ber 1 has the advantage of keeping the mode of data collection constant (online) and

2 http://reforms.uni-mannheim.de/english/internet_panel/home/index.html; http://www.gesis.org/en/services
/data-collection/.

3 http://www.sciencespo.fr/dime-shs/content/dime-shs-web.
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possibly the questionnaire administration constant. Three options are possible: (a) each
panel redirects their sample to a third party site where the survey is taken; (b) each panel
programs and hosts the survey itself; and (c) a survey is centrally located and adminis-
tered but the look and feel of the questionnaire are specific to each panel provider even
if the survey is not hosted and administered by them. In the first case, we have the purest
case from an experimental point of view because the instrument, the instructions, the
prompts and real-time checks are the same for every respondent. However, redirecting
panel members to another third party site can introduce nonresponse bias difficult to
quantify because some panel members can be reluctant to complete the survey on a
site that is not the panel site they belong to. In the second case, the same questionnaire
is programmed individually by each panel provider. With this strategy, panel members
see the survey on the same site they are familiar with, experiencing the look and feel
they are used to. Design 1 allows direct comparison across panels but in order to assess
accuracy of each panel, external benchmarks or other forms of data validation need to
be available. This is also the case for the other five designs encountered in the literature.

2. Design 2: Comparison of an online panel with a nonprobability sample to an online
panel with a probability sample. Design 2 allows comparison of online panels with
different sampling designs, while keeping the mode of data collection constant. This
design is similar to design 1, but there are usually a number of restrictions associated
with the way probability-based online panels are run: (a) members are typically not
allowed to be redirected to other web sites for survey completion; and (b) in connection
with this, surveys are typically programmed in-house. When using design 2, it will be
necessary to decide whether or not to include households from the probability-based
online panels that did not have Internet at the moment of recruitment and were provided
with a computer and Internet connection for the study, given that such households would
not be, in general, part of the online panels from nonprobability samples.

3. Design 3 and Design 4: Comparison of an online panel with a nonprobability sample
to a face-to-face or a telephone survey with probability sample. These two modes are
interviewer-administered and the questions are generally presented to the respondent
orally (with the possible addition of show cards to present response options and other
materials). As a consequence, any differences could be due to measurement effects as
well as coverage, sampling, or differential nonresponse error. Therefore, when compar-
ing results, possible mode effects need to be taken into account.

4. Design 5: Comparison of an online panel with a nonprobability sample to a mail survey
with a probability sample. We found fewer examples of design 5 among the reviewed
studies; however, this design has the strength of keeping the mode of administration
(self-administered) closer across survey implementations than designs 3 and 4. At the
same time, mode effects in mail and web surveys are also possible due to differences in
visual design.

5. Design 6: Replication within panel. Design 6 is very different in nature and has a
distinctive goal. Here the same questionnaire is implemented on non-overlapping
cross-sectional samples of the same nonprobability-based online panel at different
points in time. The questionnaire is generally comprised of questions that are not
subject to rapid change and the time across the different administration is usually kept
reasonably short (Gittelman & Trimarchi, 2010). The goal of this design is to test if a
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panel is “deteriorating” in any way. The hypothesis behind it is that if the quality of the
panel is good, the results from one wave to the next one should not be too different.
Additional quality metrics are generally computed for each wave such as percentage of
speeders, straight-liners, inconsistency in the same questionnaire, and failure to follow
an instruction.

All these designs can be further compared to benchmark estimates. Benchmarks are typically
demographic and behavioral measures (such as health status, race, or number of rooms in
the household), and usually come from official government statistics such as the American
Community Survey. Attitudinal benchmarks come from high-quality surveys with probabil-
ity samples such as the National Election Studies, or the General Social Survey. Until now,
benchmarks have generally been collected by an interviewer in surveys that achieve extremely
high response rates.

If benchmarks are available and usable for some or all questions, then each panel can be
compared against the benchmark, and a measure of error can be computed from that compar-
ison. In these cases, the estimates obtained by each panel are judged against similar though
not identical studies and implausible values can be flagged for further discussion. However, in
order to compare the results from surveys to benchmark estimates, two requirements should
ideally be met:

1. Question wording should be identical across the compared surveys. Question wording is
something to keep in mind when comparing studies, regardless of design. Small wording
changes have shown to sometimes produce large effects on measurement (e.g., Smith,
1995), therefore to avoid confounding effects, the exact same question wording should
be used in all surveys. At the same time, this can be difficult to achieve when mode
differs across the surveys being compared and question adaptation becomes neces-
sary. Specifically, benchmarks and other probability-based studies are often collected in
interviewer-administered formats where questions are delivered orally, therefore ques-
tions selected from these surveys to include in the online panels for later comparison
will need to be adapted to the self-administered, visual delivery mode.

2. The populations represented by each survey need to be comparable. If the benchmark
survey includes population members without Internet access, these will have to be
excluded from the estimation if the online panel includes only respondents with Internet
access, as is usually the case. Problems may emerge if the definition of the Internet
population used by the agency providing the benchmarks does not match the population
from which the study respondents were recruited. This is further complicated when no
question is asked on the benchmark study that identifies Internet users.

In Section 2.3 we provide a review of accuracy metrics that have been used to evaluate the
differences in data quality between online panels and other surveys.

2.3 Accuracy metrics

When comparing results from online panels to benchmarks, different accuracy metrics are
used in the literature:

1. Direct comparisons (panel by panel) to benchmarks of response distributions are the
most commonly reported metric (e.g.,Vonk, van Ossenbruggen, & Willems, 2006;
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Walker, Pettit, & Rubinson, 2009) and look at the variability of estimates from different
sources. Panel names are usually not disclosed, with the exception of a few studies with
a smaller number of panels (e.g., Duffy & Smith, 2005; Malhotra & Krosnick, 2007).

2. The lowest and highest values provide the reader with a range of possible estimates
computed from data from the surveys used in the study (van Ossenbruggen, Vonk, &
Willems, 2006).

3. The average estimates across panels are compared to a benchmark in the NOPVO (van
Ossenbruggen et al., 2006) and the ARF study (Walker et al., 2009). This metric focuses
on one estimate at a time and has the disadvantage of masking differences across pan-
els; even if the overall average of an estimate across panels is equal to the benchmark,
individual panels might grossly underestimate or overestimate the phenomenon, which
would mean that using a single panel to address a research question would most likely
result in biased estimates.

4. To solve the previous measurement issue, Yeager, Larson, Krosnick, and Tompson
(2011) propose the average absolute error as a metric. The average absolute error is
the average of the absolute difference between the modal category of the benchmark
and the survey estimate. It has the advantage of avoiding differences to cancel out due
to the sign of the differences.

5. The largest absolute error is used when more than one estimate is summarized and it
is the error of the variable estimate in which the survey was least accurate in absolute
value (Yeager, Krosnick, et al., 2011).

6. The number of significant differences from the benchmark is the percentage of variables
considered in the study that are statistically significantly different from the benchmark
(p < .05). It can be reported panel by panel or as the average percentage across panels
(Yeager, Krosnick, et al., 2011).

All the above metrics can be reported either weighted or unweighted and, of course, more
than one metric can be reported and compared to each other. We treat the issue of weighting
later in the chapter.

2.4 Large-scale experiments on point estimates

Among the numerous studies that compare accuracy of estimates from online panels, many
focus on comparing one panel to another survey, and a smaller number compare accuracy of
several online panels. For space reasons, we focus on the largest comparisons experiments
on point estimates that have been conducted since 2006 from the pioneering NOPVO project
conducted in the Netherlands.

2.4.1 The NOPVO project

The first published large-scale experiment was initially presented at the 2006 ESOMAR panel
research conference. Vonk, van Ossenbruggen, and Willems (2006) illustrated the Dutch
online panel comparison (NOPVO) project (http://www.nopvo.nl/english/english.htm). The
study compared the results of fielding the same survey on samples of approximately 1000
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panel members from 19 different online panels of nonprobability samples in the Netherlands,
which captured 90% of all Dutch online panel respondents at the time (Van Ossenbruggen
et al., 2006). In total ,18999 panel members were invited to participate and 9514 completed
the survey for a completion rate (Callegaro & DiSogra, 2008) of 50.04%. An omnibus
questionnaire was administered during the same week of 2006, and was in field during seven
days after the initial invitation. No quota sampling was used in selecting each sample from
each panel.

To investigate data quality, the data were compared, when possible, to known benchmarks
from Statistics Netherlands (CBS).Together with the omnibus questionnaire, panel member
historical data were attached to the records and used in the analysis. When compared to known
benchmarks, respondents across all 19 panels tended to be heavy Internet users (81% reported
going online daily compared to the CBS benchmark of 68%), underrepresenting minorities
and overrepresenting big cities. Voters, for example, were estimated at 90% (average of the 19
panels), but the actual turnout was 79%. Voters for the Christian Democrats were on average
underrepresented in the panels (16% vs. 29%) whereas voters of the Socialist Party were
overestimated (14% vs. 6%). Some 23% of online panel members claimed to belong to a
religious community as compared to a benchmark of 36%. The percentage of respondents
who reported doing paid work for more than 15 hours a week varied across all panels from
53% to 82% (28 percentage point difference), whereas the percentage of respondents surfing
the web for more than 10 hours had a range of variation of 29 percentage points across the
lowest to the highest panel estimate. Although in the original NOVPO study no data were
collected online from probability-based samples, a recent study (Scherpenzeel & Bethlehem,
2011) conducted using the Dutch probability-based online panel Longitudinal Internet Studies
for the Social Sciences (LISS) compares the same statistics (collected on the LISS panel in
2006) to the benchmark data used by the NOPVO experiment. The bias from the LISS panel,
measured as the difference from the benchmark, was smaller than that of the average NOVPO
bias in five of the six benchmarks.

2.4.2 The ARF study

Based on concerns raised by early research on panel data quality, the Advertising Research
Foundation (ARF) set up the Online Research Quality Council (ORQC) in August 2007
(Walker et al., 2009). One of the council’s plans was to arrange a comparison study (NOVPO
style) among 17 US online panel providers (all using nonprobability samples) and a telephone
and a mail sample panel (no details on these panels and samples are given in the study). A
two-wave study was conducted in October and November 2008. One version of the ques-
tionnaire was fielded at a local market level (selected local markets). The questionnaire was
administered by a third independent party and contained: (1) factual and behavioral ques-
tions to be compared against known benchmarks; and (2) other common market research
attitudinal questions such as intention to purchase items. Factual and behavioral questions
were asked with the same question wording as the benchmarks they would be compared
against. Of 1038616 invites, 76310 panel members completed the study for a completion
rate of 7.34%. Various findings were obtained from this large study, whose estimated “book
value” cost exceeded $1 million. When compared to known benchmarks, the study showed a
similar pattern to the NOVPO study, with wide variation across panels in the survey estimates
of interest. For instance, most panels overestimated smoking behavior; the estimates ranged
from 42% (matching the benchmark value from NHIS) of members admitting having smoked
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at least 100 cigarettes in their entire life, to 58%, depending on the panel. Cell phone own-
ership was also overestimated across panels ranging from 85–93%, all above the benchmark
value of 79%. Where panels showed the highest variance was in purchase intent and likeli-
hood to recommend questions, typical market research questions. Two products were tested:
the intention to purchase a new soup and a new paint. The percentage of panel members who
chose the two options indicating highest likelihood of purchase for the new soup varied from
32%–53% across panels, of respondents to different panels. The authors also found that sam-
ple tenure (how long the respondent had belonged to the panel) was negatively related to the
intention of purchase. Panel members with self-reported three or more years of membership
were less willing (37%) to recommend the new kind of soup than panel members with three
months or less of panel tenure (50%). A similar picture emerged for intent to recommend a
new type of paint, 48% versus 62%.

The ARF redid the above study in 2012 with a similar design under the umbrella of the
Foundation of Quality 2 (FOQ2) taskforce.4 At the time of writing, there are no publicly
available results to report.

2.4.3 The Burke study

The research firm Burke commissioned a study across 20 online panels with nonprobabil-
ity samples and one online panel with a probability sample (Miller, 2007, 2008). The main
purpose of the study was to investigate fraudulent respondents and satisficers. The same
questionnaire, which included qualifying (screening) questions, “trap questions,” and other
standard market research questions was commissioned to the 21 online panels. No quota con-
trol in the within-panel sample design was set and the survey length was of about 25 minutes.
Completion rates had an extremely large variability, similar to the NOPVO study, going from
3%–91% with an average of 18%. Few of the estimates had the potential to be benchmarked.5

One of the benchmarked items asked in 11 of the panels was a question about whether the
respondent was left-handed or ambidextrous. The absolute average error was of 1.7 percent-
age points for the proportion of left-handed respondents (ranging from a difference from the
benchmark of −2 percentage points to +3 percentage points) and of 4.5 for the proportion of
ambidextrous respondents (ranging from a +2 percentage-point to a +6 percentage-point dif-
ference from the benchmark). When comparing estimates of usage of blood glucose monitors,
the range varies from minimum of 10% to a maximum of 17% and the incidence of respon-
dents claiming to have pet health insurance from a minimum of 4% to a maximum of 22%.

2.4.4 The MRIA study

A study similar to the ARF study was conducted in 2009 among 14 Canadian panels, one of
which was the probability-based panel EKOS (Chan & Ambrose, 2011), for the Marketing
Research and Intelligence Association (MRIA). In this study, quotas (age, gender, income)
were used to draw the sample. In terms of coverage of the target population, the authors
reported that some panels could not deliver enough respondents for Quebec whereas others
vastly under-represented the French-speaking population. When looking at differences across
panels for newspapers, magazine and radio consumption, the variation was small across pan-
els. Further research steps were announced in the article but (to our knowledge) no publication

4 http://thearf.org/foq2.php.
5 No details are provided in the article about the source used for the benchmark estimates.
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was available at the time of printing. Despite the fact that each panel was anonymized in
the article, there was only one probability-based online panel (Probit), which was therefore
self-identified. At the same annual conference in 2010, Probit (EKOS, 2010) reanalyzed the
MRIA study using the average of the nonprobability-based panels and compared it against
the Probit estimates collected in the same experiment. Official benchmarks were also added
to the study. The authors found that Probit panel members were less likely to be Internet users,
to use coupons when shopping, and to have joined the panel for the money or incentives than
members of the online panels of nonprobability samples. When compared to the distribution
of income for the Internet population according to official benchmarks, nonprobability-based
online panels recruited more members with lower income than the Probit panel, which was
closer to the benchmark.

2.4.5 The Stanford studies

Finally, Yeager and colleagues (2011) compared estimates from an RDD telephone survey
to estimates from six online panels of nonprobability samples, one probability-based online
panel, and one cross-sectional sample recruited via river sampling. The exact same online
questionnaire was used in all surveys. Data were collected in the fall of 2004 and early 2005
for a total sample size of 1000 respondents per company (study 1). A second round of data
collection was done in 2009 with the same Internet probability-based sample of 2004 and two
Internet nonprobability-based samples of the previous study (study 2). The questionnaire con-
tained items on basic and secondary demographics such as marital status, people living in the
households, and home ownership. Other questions asked were frequency of smoking, pass-
port ownership and health status. The uniqueness of the Stanford study is that every question
was selected so that known gold standards collected by US federal agencies were available for
comparison. The authors were then able to compute and compare the absolute average error
of each sample source.

Results indicated that the RDD and the probability-based online panel data were on aver-
age closer to the benchmarks than any of the online panels with nonprobability samples. The
same findings were found for the more recent data collection of 2009: the average abso-
lute error among the same panel providers was close to that in the 2004/2005 study. The
probability-based sample was also more accurate than the two nonprobability samples.

2.4.6 Summary of the largest-scale experiments

To better summarize the findings from these large-scale experiments we have compiled two
tables where data from the above studies are compared with known benchmarks coming from
official, probability-based, high-quality surveys. In Table 2.2 we have compiled the compari-
son with smoking benchmarks across different studies. In order to standardize the comparison
across studies the average absolute difference metric described above has been used. We
could not use other metrics, such as the largest absolute error and the number of significant
differences from the benchmark, because detailed panel-by-panel original estimates are not
available for the studies considered, with the exception of the Stanford study.

To shed some more light on the variability of smoking estimates across panels, in Table 2.3
we reproduce Figure 1 of Walker, Pettit, and Rubinson (2009, p. 474).

Probability-based panels were always closer to the smoking benchmarks than nonprob-
ability-based panels (see Table 2.3). This is true for studies done in different years and
countries. Online panels of nonprobability samples in the United States and in Canada tend
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Table 2.2 Average absolute error of smoking estimates across different studies.

Study Variable Benchmark
compared to

Average
absolute error

Range
min–max

Stanford
study 1

Non-smoker 1 RDD sample 2.6 –

Stanford
study 1

Non-smoker 1 Probability-based panel 4.2 –

Stanford
study 1

Non-smoker Average of 6
nonprobability-based panels

9.6 5.81–17.83

ARF Ever smoked Average of 17
nonprobability-based panels

10.0 Not available

ARF Currently
smoke

Average of 17
nonprobability-based panels

5.65 012

MRIA Currently
smoke

Average of 13
nonprobability-based panels
+ 1 probability-based panel

10.5 Not available

MRIA Currently
smoke

1 Probability based panel 2.1 –

Table 2.3 Comparison of weighted estimates regarding smoking
behaviors across the 17 nonprobability online panels in the ARF study.

Source Currently smoke Smoked at least 100 cigarettes
in your entire life

NHIS/CDC benchmark 18 42
Panel A 19 42
Panel B 20 47
Panel C 20 47
Panel D 21 48
Panel E 23 49
Panel F 24 50
Panel G 26 50
Panel H 26 50
Panel I 27 50
Panel L 27 51
Panel M 28 51
Panel N 28 51
Panel O 30 52
Panel P 30 55
Panel Q 31 57
Panel R 32 57
Panel S 33 58

Notes: The data come from two different panels which are organized in order of magnitude so
the readers should not assume that the results from the same row come from the same panels.
Data shown in order of magnitude.
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Table 2.4 Average absolute error of average estimates of different variables across
different studies.

Study Variables Benchmark
compared to

Average
absolute error

Range
min–max

NOPVO 6 variables Average of 19
nonprobability-based panels

8.5 Cannot be
computed1

NOVPO 6 variables 1 probability-based panel 4.0 –
Stanford

study 1
13 variables 1 RDD sample 2.9 –

Stanford
study 1

13 variables 1 probability-based panel 3.4 –

Stanford
study 1

13 variables Average of 6
nonprobability-based panels

5.2 4.53–6.61

ARF 6 variables Average of 17
nonprobability-based panels

5.2 0–10

Stanford
study 2

13 variables 1 RDD sample 3.8 –

Stanford
study 2

13 variables 1 nonprobability-based panel 4.7 –

Stanford
study 2

13 variables 1 probability-based panel 2.8 –

Note: 1Data for each single panel included in the NOVPO experiment are not available so we cannot report the
minimum and maximum value.

to estimate a higher proportion of smokers than the proportion of smokers in the population
according to the benchmark, even after weighting.

The same finding is replicated using other variables (see Table 2.4). Most of the variables
analyzed in this study are behavioral or factual in nature (e.g., such as work status, number
of bedrooms in the house, number of vehicles owned, having a passport, drinking and quality
of health, having a landline or cell phone, party voted for in the last election). Here again,
probability-based panels and RDD telephone surveys are closer to the benchmarks than online
panels based on nonprobability samples.

Sometimes benchmarks are not available, either because more accurate population esti-
mates are impossible to collect for a given variable or because they are not readily available
when analyses are conducted. In these cases it is not possible to use an accuracy metric but it
is still possible to study the variability of estimates across panels. This kind of data is still rel-
evant and informative for survey commissioners to appreciate how reliable data from online
panels might be.

The NOPVO study addressed this question by studying familiarity with brands (“Have you
seen a commercial of the following [brand]?”). The original values were not reported in the
study; instead a mean value was computed across panels together with the top three estimates
plus the bottom three estimates, providing an indication of variability across estimates from
different panels. In comparison to the average brand awareness across panels, estimates varied
from −5 to +7 percentage points for Citroën, from −9 to +9 for Mazda, from −6 to +6 for
T-mobile and from −11 to +5 for Volkswagen (see Table 2.4).



Callegaro c02.tex V1 - 01/16/2014 6:25 P.M. Page 34

34 ONLINE PANEL RESEARCH

In the ARF estimates about willingness to buy the new soup and paint,6 the percentage
of respondents who selected the top two answers (definitely and probably would buy) varied
from a low range of 34% to a high range of 51% for the soup and from 37%–62% for the new
paint (weighted results). In the same ARF study, the mail sample estimate for the intention to
buy the new soup was 32%, and for the phone sample 36%.

2.4.7 The Canadian Newspaper Audience Databank
(NADbank) experience

In 2006, the Newspaper Audience Databank (NADbank), the Canadian daily newspaper audi-
ence measurement agency, initiated a test to assess the feasibility of collecting newspaper
readership data using an online panel rather than the traditional data collection protocol based
on RDD telephone surveys (Crassweller, D. Williams, & Thompson, 2006). In the experiment,
the results from their standard telephone data collection (spring and fall) were compared to
results from 1000 respondents from an online panel with a nonprobability sample (same time
periods) for the Toronto CMA.7 The online sample estimates for average number of hours per
week of TV and Internet usage, as well as for average number of newspapers read per week,
were higher than the estimates from the telephone sample (Crassweller et al., 2006). Most
importantly, the key readership metrics by newspaper differed with the different sampling
approaches and there was no consistent pattern or relationship in the differences.

Based on these initial results NADbank decided to broaden the scope of the test and
include more online panels (Crassweller, Rogers, & Williams, 2008). In 2007, another exper-
iment was conducted in the cities of Toronto, Quebec City, and Halifax. Again, the four
nonprobability online panels received identical instructions for project design, implementa-
tion, weighting, and projection and were run in parallel with the telephone RDD sample in
those markets. The results from four panels varied substantially in terms of demographic com-
position (unweighted and after weighting to census data for age, gender, and household size)
and in terms of media habits; panels did not mirror the benchmark in any metrics.

Compared to the benchmark, all panel estimates of readership for both print (paper ver-
sions) and online newspapers were over-estimated to varying degrees. This was true for all
newspapers in all markets. No one panel performed better than another. The authors con-
cluded that there was no obvious conversion factor to align panel estimates to RDD estimates
and that the panel recruitment approach could not provide a sample that reflected the general
population. Without such a sample it would be impossible to gain valid insights regarding the
population’s newspaper readership behavior. The outcome of the test resulted in NADbank
maintaining their current RDD telephone sampling methodology. It was clear that at that time
“a web-based panel does not provide a representative sample, and secondly different panels
produce different results” (p. 14).

Four years later, NADbank commissioned another study, this time comparing the results
from their RDD sample to a probability-based recruitment to an online panel using landline
and cell-phone exchanges with an IVR recruitment protocol, Probit (Crassweller, J. Rogers,
Graves, Gauthier, & Charlebois, 2011). This time, the findings from the online panel were
more accurate than the previous comparisons. The probability-based panel recruitment
approach resulted in closer estimates of print readership but over-estimated the online

6 Assuming this product was available at your local store and sold at an acceptable price, which of the following
statements best describes how likely you would be to buy it?

7 Statistics Canada Census Metropolitan Areas (CMA).
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readership. In terms of unweighted demographics, Probit was better able to match census
benchmarks for age and gender than previous panels. The authors concluded that this
approach was an improvement on previous panel recruitment approaches but still reflected
the limitations of the recruitment method (IVR) and the predisposition for mediaphiles to
participate in online media surveys. The key strength of the Probit (IVR) approach is that
it “has the potential to provide a one-stop shop for online and offline consumers” (p. 6).
The authors concluded that more work still needs to be done before quantitative research
studies can be conducted using online nonprobability panels but that incorporating RDD
sampling approaches with the use of online panels measurement provides options for the
near future.

2.4.8 Conclusions for the largest comparison studies on point estimates

The main conclusion from this set of studies is that different results will be obtained using
different panels or, in other words, that online panels “are not interchangeable.” Are Cana-
dian panels interchangeable? “Probably not for repetitive tracking.” On a different note, the
authors from the Stanford study conclude their paper by saying: “Probability samples, even
ones without especially high response rates, yielded quite accurate results. In contrast, non-
probability samples were not as accurate and were sometimes strikingly inaccurate” (Yeager,
Krosnick, et al., 2011, p. 737).

2.5 Weighting adjustments

Differences across panels’ estimates could potentially disappear after each panel has been
weighted. Unfortunately in the reviewed studies that was not the case. The ARF weighting
on common demographics made almost no difference in reducing the discrepancy among
panels and in comparison to the benchmarks. A second type of weighting was then attempted.
In this approach, in addition to post-stratification, duplicates and multiple panel members
were removed. This second approach improved data quality to some extent, but significant
differences from the benchmarks still remained (Walker et al., 2009). The ARF study stated:
“Sample balancing (weighting) survey data to known census targets, … removed variance but
did not completely eliminate it. Likewise, the test of a pseudodemographic weighting variable
(panel tenure) did not eliminate variance” (Walker et al., 2009, p. 473).

In the NADbank report the authors conclude that: “There is no firm basis on which
to develop a conversion factor or weight that could bridge telephone and online findings”
(Crassweller et al., 2008, p. 14). Finally, in the Stanford study, the authors concluded:
“Post-stratification of nonprobability samples did not consistently improve accuracy, whereas
post-stratification did increase the accuracy of probability sample surveys” (Yeager, Krosnick,
et al., 2011, p. 733).

Finally, Tourangeau, Conrad, and Couper (2013) presented a meta-analysis of the effect of
weighting on eight nonprobability samples from online panels in order to reduce bias coming
from coverage and selection effects. Among different findings, they concluded that the adjust-
ment removed at most up to three-fifths of the bias, and that a large difference across variables
still existed. In other words, after weighting, the bias was reduced for some variables but at the
same time it was increased for other variables. Finally, the estimates of single variables after
weighting would shift up to 20 percentage points in comparison to unweighted estimates.
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2.6 Predictive relationship studies

Findings reported until now suggest that researchers interested in univariate statistics should
avoid using nonprobability panels to obtain these estimates. However, more often than not,
researchers are interested in investigating relationships between variables, and some argue
that multivariate analyses might not be biased when computed using nonprobability panels.

This section summarizes findings from four studies that have compared estimates of asso-
ciation between variables in probability surveys against nonprobability panel surveys.

2.6.1 The Harris-Interactive, Knowledge Networks study

Parallel studies on global climate change and the Kyoto Protocol were administered to
an RDD telephone sample, to two independent samples and five months apart on the
nonprobability-based Harris Interactive panel (HI), and on the probability-based Internet
panel Knowledge Networks (KN) (Berrens, Bohara, Jenkins-Smith, Silva, & Wiemer, 2003).
The authors compared the relationships between environmental views and ideology across
the four samples. When combining the samples and looking at an ordered Probit model
predicting environmental threat (on an 11-point scale: 0 = No real threat; 10 = brink or
collapse), the model showed a large and negative coefficient of ideology as significant
predictor, with positive significant interactions of the three Internet samples (taking the RDD
sample as baseline). When controlling for demographics, the effect of the sample source
disappeared though the HI samples had interaction effects 50% larger than the two other
samples. In a logistic regression analysis predicting if respondents would vote (0–1) in an
advisory referendum if Senate ratification of the Kyoto Protocol would cost their household
a specified amount of dollars in higher taxes, the effects of sample source was different
though in the same direction after controlling for demographic composition. Interestingly the
two-data collection of HI showed very different coefficients in the model (no second release
of the KN or RDD sample was included in the study).

2.6.2 The BES study

Parallel to the British Election Studies (BES) of 2005 (a face-to-face survey where addresses
were selected from a postal address file of all addresses in the United Kingdom with a response
rate of over 60%), an Internet sample was selected from the YouGov panel with the goal of
comparing the accuracy of estimates from both designs (Sanders, Clarke, Stewart, & Whiteley,
2007). The authors found significant differences between the two samples with respect to point
estimates of political choice, voter turnout, party identification, and other questions about
political issues, where the probability-based sample was overall, but not always, more accurate
than the nonprobability sample. Models predicting three different variables were tested in
each sample.

1. The first model used 16 variables to predict voting turnout and found significant
differences in five of the 21 estimated parameters. For two of the parameters (effi-
cacy/collective benefits and education), the relationship was significantly stronger for
the face-to-face sample. For two other parameters (personal benefits and Midlands
Region), the coefficient was significant in one sample but not in the other. Finally,
according to the face-to-face sample, females were less likely to have voted than
males. The opposite was found in the Internet sample.
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2. The second model was a regression on party choice in the 2005 election, where signifi-
cant differences were found in 5 of the 27 estimated parameters. Again, for two param-
eters (Blair effect and Kennedy effect) the coefficient was larger in the face-to-face
sample than in the Internet sample. Two other parameters (party-issue proximity and
Southwest region) were significant in one sample and not in the other, and one param-
eter (age) was negative in the face-to-face sample (suggesting, as one would expect,
that older respondents were less likely to vote for the Labour Party) and positive in the
Internet sample.

3. In the third set of models, rather than comparing coefficients, different competing mod-
els were compared to try to find the one that better explained the performance of the
rival party. Both samples led to the same conclusions when inspecting the associated
explained variance and other goodness-of-fit statistics.

2.6.3 The ANES study

Around the same time, Malhotra and Krosnick (2007) conducted a study comparing the 2000
and 2004 American National Election Study (ANES), traditionally recruited and interviewed
face-to-face, to data collected from nonprobability Internet samples. Response rates in the
ANES were above 60%; the 2000 ANES sample was compared to a sample obtained from
the Harris Interactive panel survey, and the 2004 ANES sample was compared to a sample
from the YouGov panel. The questions asked of each sample were not always identical, but
only those questions with similar questions and equal number of response options were used
to compare the face-to-face samples to their Internet counterparts. In contrast to the mul-
tivariate regression approach followed by Sanders et al., Malhotra and Krosnick analyzed
bivariate logistic regressions that predicted “predicted” vote choice, actual vote choice, and
actual turnout.

Results showed that the design of the surveys (which used a different mode and sampling
strategy) had an impact on survey estimates of voting intention and behavior as well as on
estimates of bivariate relationships. For example, in the 2004 study, 10 out of 16 parameters
predicting “predicted” vote choice were significantly different in the two sources of data; in
the 2000 study, 19 out of 26 parameters were significantly different. When predicting actual
vote choice using data from 2000, 12 out of the 26 parameters were significantly different
across samples. Weighing the data did not reduce these differences, and they were not entirely
explained by different levels of interest in politics of respondents in both types of sample. As
in the BES study, even though the true value of the regression parameters are unknown, we do
know that point estimates about vote choice and turnout were more accurate in the face-to-face
sample than in the nonprobability Internet sample.

2.6.4 The US Census study

The third study investigating differences in relationships between variables compared a series
of RDD telephone surveys collecting data from about 200–250 respondents per day for almost
5 months to online surveys fielded on weekly nonprobability samples from the E-Rewards
panel. This resulted in about 900 completes per week for about 4.5 months (Pasek & Kros-
nick, 2010). Using questions that were identical or virtually identical, they first compared
the demographic composition of the two sets of data and found that the telephone samples
were more representative than the Internet samples. When comparing response distributions
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for the substantive variables, there were also sizeable differences (often differing by 10 or 15
percentage points) between the two samples.

Pasek and Krosnick (2010) first compared bivariate and multivariate models predicting
two different variables tested in each sample. When predicting intent to complete the Cen-
sus Form, 9 of the 10 substantive variables had similar bivariate associations in the expected
direction. For example, in both samples, respondents were more likely to report intent to com-
plete the Census form if they thought the Census could help them, or if they agreed that it
is important to count everyone. For the tenth variable the relationship was in the expected
direction for the telephone sample, but panel respondents who did not think it was important
to count everyone were more likely to intend to complete the census form. For eight of the
substantive variables where the direction of the relationship was the same in both samples,
however, the relationships were stronger for the panel sample than for the telephone sample
for five variables and weaker for three variables. Demographic predictors were often signifi-
cantly different in the two samples, supporting different conclusions. When predicting actual
Census form completion, differences were less pronounced but still present, suggesting again
that which sample is used to investigate the research questions can have an impact on which
conclusions are ultimately reached.

Pasek and Krosnick also compared all possible correlations among the variables measured
in both surveys, findings that correlations were significantly stronger in the panel sample than
in the telephone sample. It is worth noting that in both the BES and the US Census study the
relationship between age and the predicted variable differed significantly between the non-
probability online panel sample and the alternative probability sample. The relationship was
significant for both samples but had opposite signs in each. In the nonprobability online sur-
vey, the relationship was the opposite of what was expected from theory. In addition, both the
ANES and the US Census studies bivariate relationships tended to be significantly stronger
for predictors in the online nonprobability sample than in the alternative sample. This sug-
gests that respondents in the former were systematically different from the alternative method
respondents.

Although some authors conclude that researchers would make similar conclusions when
using probability or nonprobability panels (Berrens et al., 2003; Sanders et al., 2007) when
looking at the signs of the coefficients, they are not always in the same direction (Pasek &
Krosnick, 2010) and the strength of relationships varies across samples (Malhotra & Krosnick,
2007; Sanders et al., 2007; Pasek & Krosnick, 2010). We hope more studies will follow up
this topic.

2.7 Experiment replicability studies

An important question for market researchers and behavioral scientists involves replicabil-
ity – in terms of both significance and effect sizes – of random-assignment experimental
studies that use as participants respondents from online panels. Indeed, market researchers
often seek to understand what influences consumers’ behaviors and attitudes. Experiments
are an effective method to assess the impact of some change in message or marketing strat-
egy on a person’s preference for or likelihood of purchasing a given product. Likewise, public
opinion researchers often seek to understand the impact of a candidate’s policy on the public’s
vote. Experiments that present respondents with randomly assigned messages, can allow cam-
paigns to estimate the proportion of the vote that might be won when taking one strategy or
another. The estimates of this impact can then be used to calculate the expected gain, in terms
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of sales or votes that might be found when taking one strategy versus another. This allows for
more efficient use of resources. Therefore, it is often of interest to know both whether a given
change is likely to alter Americans’ behaviors or preferences, and also how much this change
would affect them. Put another way, researchers who conduct experiments using online pan-
els are often interested in both the significance of an experimental comparison and the effect
size of that comparison. What does the research say about replicating experimental results – in
terms of both significance and effect sizes – in probability and nonprobability-based samples?

The research literature on this topic is sparse. To date, there has been no published exten-
sive empirical or theoretical analysis of this question. Much research has focused on whether
probability-based panels provide more accurate point estimates of the prevalence of various
behaviors or characteristics as just discussed in this chapter, while no published study has
comprehensively investigated whether probability versus nonprobability panels yield similar
conclusions about causal relationships as assessed through experiments. However, there are
a number of studies that happened to have used both probability and nonprobability sam-
ples when testing causal relationships using experiments (e.g., Bryan, Walton, T. Rogers, &
Dweck, 2011; Yeager & Krosnick, 2011, 2012; Yeager, Larson, et al., 2011). Furthermore,
disciplines such as social psychology have a long history of discussing the potential impact
of sample bias on experimental results (Henrich, Heine, & Norenzayan, 2010; Jones, 1986;
Sears, 1986). In this section, then, we review: (1) the key theoretical issues to consider regard-
ing the results of experiments in online panels; (2) the emerging empirical evidence and what
future research needs to be conducted in order to sufficiently address this question.

2.7.1 Theoretical issues in the replication of experiments across
sample types

One important starting point for theory about the replicability of experiments comes from
researchers in social, cognitive, and personality psychology. These researchers have a long
history of using nonprobability samples to conduct experiments – specifically, samples of
undergraduate students who are required to participate in psychology studies to complete
course credit. This large body of work has contributed greatly to our understanding of pat-
terns of thinking and social behavior. However, at various times in the field’s history it has
responded to criticisms of its database. For instance, Sears (1986) proposed that the narrow
age range, high educational levels, and other unique characteristics of college students make
them different from adults in ways that may limit the generalizability of findings (see also
Henry, 2008). Likewise, Wells (1993), a prominent consumer behavior researcher, said that:
“students are not typical consumers” because of their restricted age range and educational
levels and that ignoring these uniquenesses “place[s] student-based conclusions at substantial
risk” (pp. 491–492, emphasis added).

Psychologists have responded to these criticisms by arguing that the objective of much
academic research is not to produce point estimates but rather to assess the causal relation
between two conceptual variables in any segment of the population. For instance, Petty and
Cacioppo (1996) stated:

If the purpose of most psychological or marketing laboratory research on college
students were to assess the absolute level of some phenomenon in society (e.g.,
what percentage of people smoke or drink diet coke?) … then Wells’s criticism
would be cogent. However, this is not the case. [A laboratory study using col-
lege students] examines the viability of some more general hypothesis about the
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relationship between two (or more) variables and ascertains what might be respon-
sible for this relationship. Once the relationship is validated in the laboratory, its
applicability to various specific situations and populations can be ascertained.

(pp. 3–4)

Similarly, Ned Jones (1986) has argued that:

Experiments in social psychology are informative mainly to the extent that they
clarify relationships between theoretically relevant concepts. Experiments are not
normally helpful in specifying the frequency of particular behaviors in the popu-
lation at large.

(p. 234)

Indeed, as noted above, research to assess point estimates is distinct from research to under-
stand relations between variables. However, marketing and political researchers are often not
interested in whether a given relationship could exist in any segment of the population during
any time period, but whether it exists right now in a population they care about, that is, con-
sumers and voters. Further, as noted above, the size of an effect is often a substantive question.
Understanding not only that something might matter under some specified set of conditions is
sometimes less important when making decisions about how to invest resources than knowing
how much something matters. And there is no strong statistical rationale for assuming that the
size or significance of results from a small biased sample will be true in the population as a
whole. To the contrary, statistical sampling theory suggests that any estimate of a parameter
will be more accurate when that parameter is estimated using data from a random sample,
compared to a biased (nonrandom) sample.

While there is no statistical basis for assuming homogeneity of effect sizes in a biased
versus probability-based sample, the logic of random assignment assumes that whatever char-
acteristic that might affect the outcome variable will be distributed equally across the two
conditions (see Morgan & Winship, 2007). Given a large enough sample so that participant
characteristics are truly randomly distributed across conditions, sample selection bias would
only be expected to bias the size of the treatment effect in the event that the sample is biased
in terms of some characteristic that is correlated with a person’s responsiveness to the exper-
imental manipulation.

For instance, imagine an experiment to test two framings of a campaign issue. If these
two framings are judged as equally different by everyone regardless of their cognitive abil-
ity, then a nonprobability sample that underrepresents high-education respondents might not
result in different treatment effects. However, if only people who think carefully about the
issues will notice the difference between the issue framings – that is, if only highly-educated
people were expected to show a treatment effect – then a nonprobability sample that includes
too-few college educated respondents might show a smaller or even nonexistent treatment
effect. Therefore, one theoretical issue that will likely determine the replicability of an exper-
iment in probability versus nonprobability samples is whether the treatment effect is likely to
be different for people with different characteristics, and whether the sampling methods are
likely to produce respondents that differ on those characteristics.

A related issue involves research hypotheses that are explicitly designed to test whether a
given subgroup of people (for instance, low-education respondents) will show an experimental
effect (for instance, whether they will distinguish between the persuasiveness of two advertis-
ing campaigns). One assumption might be that any sample that includes enough respondents
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in that sub-group to allow for a test with reasonable power will provide an accurate estimate
of the treatment effect for that group. That is, all low-education respondents may be thought
to respond identically to the experimental manipulation, whether they were recruited through
probability or nonprobability methods. Indeed, this is the perspective of much of psychol-
ogy, which treats any member of a group (such as “low cognitive ability” vs. “high cognitive
ability,” (e.g., West, Toplak, & Stanovich, 2008); or “westerners” or “easterners” (Markus &
Kitayama, 1991)) as a valid representative of the psychological style of that group. By this
logic, it is unimportant whether such a study includes proportions of members of a sub-group
that match the population. Instead, the crucial feature is whether the sample has enough people
in that group to adequately allow for the estimation of experimental effects.

However, another perspective is that members of subgroups may only be considered to
be informative about the thinking styles or behaviors of that subgroup if they were randomly
sampled from the population. That is, the “low-education” respondents in a given sample
may not resemble low-education respondents more generally in terms of their receptivity to
an experimental manipulation. If this is true, then experiments using nonprobability samples
to test for effects within a given subgroup may lead researchers astray.

In summary, if researchers are looking for main effects of an experimental manipulation,
and if people’s responsiveness to that manipulation is uncorrelated with a person’s charac-
teristics, then a nonprobability sample would be expected to provide similar estimates of
an effect size as a probability-based sample (all other methodological details being equal).
However, if responsiveness to the manipulation depends on some characteristic that is over-
or under-represented in a nonprobability sample, then experimental effects might vary
between that sample and a probability-based sample. Further, if researchers are hoping to
assess experimental effects within some subgroup (e.g., low-income respondents, women,
Latinos, etc.) and if respondents are not a random sample of people from that subgroup, then
it is possible that the subgroup analysis will yield a different result in probability-based and
nonprobability-based samples. With these issues in mind, we turn to the limited evidence
available, in addition to future studies that are needed to further understand these issues.

2.7.2 Evidence and future research needed on the replication
of experiments in probability and nonprobability samples

A large number of studies in psychology and behavioral economics have assessed the different
results obtained in experiments with nonprobability samples of college students and non-
probability samples of nonstudent adults. Peterson (2001) meta-analyzed 30 meta-analyses
that tested for moderation by sample type and found a great deal of variance in college stu-
dent versus noncollege student samples. In many cases, findings that were significant and in
one direction in one sample were nonsignificant or significant in the opposite direction in
the other sample. Similarly, Henrich, Heine, and Norenzayan (2010) compared results from
experiments conducted with samples of college students in the United States to results from
the same experiments conducted with nonprobability samples of adults in other countries in
Africa or Asia. These authors found many cases of nonreplication or of studies that produced
effects in the opposite direction. An obvious limitation in these studies, however, is that both
of the samples were recruited using nonprobability methods. It is thus unclear which sample
was biased in its estimate of the effect size.

A small number of studies have begun to test for experimental effects using a
college-student sample and then have replicated the study using a probability-based sample.
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One prominent example is a series of experiments conducted by Bryan, Walton, Rogers, and
Dweck (2011). These researchers assessed the impact of a brief framing manipulation the day
before an election (referring to voting as “being a voter in tomorrow’s election” vs. “voting in
tomorrow’s election”) on registered potential voters’ actual voting behavior (as assessed by
looking for research participants in the validated voter file). In one study conducted with Stan-
ford students, Bryan et al. (2011) found that the framing manipulation increased actual voter
turnout by roughly ten percentage points. In a second study conducted with a probability-based
sample of voters – members of the GFK Knowledge Panel – the authors replicated the
significance of the effect, and the size of the effect was nearly identical. Thus, in at least one
case, both significance and effect size were replicated in a probability-based sample.

Two other investigations have conducted randomized experiments to assess the impact
of a small change in question wording on the validity of respondents’ answers (Yeager &
Krosnick, 2011, 2012; Yeager, Larson, et al., 2011). Yeager and Krosnick (2012) examined
whether questions types that employ a stem that first tells respondents what “some people”
and “other people” think before asking for the respondent’s own opinions yields more
or less valid data relative to more direct questions. They tested this in both nationwide
probability-based samples (the General Social Survey, the FFRISP, and the Knowledge
Panel) and in nonprobability-based Internet samples (from Lightspeed Research and Luth
Research). These authors found that “some/other” questions yielded less validity, and this
was true to an equal extent in both probability and nonprobability-based cases. Furthermore,
they reached identical conclusions when they tested the “some/other” format in convenience
samples of adolescents (Yeager & Krosnick, 2011). Replicating these overall findings,
Yeager, Larson et al. (2011) found that the significance and size of the impact of changes
in the “most important problem” question8 were no different in an RDD telephone surveyQ1

or in a nonprobability sample of Internet volunteers. Thus, the limited evidence so far does
not suggest that there are substantial differences in either replication or size of effects across
probability and nonprobability-based samples.

The evidence is not adequate, however, to assess the more general question of whether
the two types of samples are always likely to replicate experimental effects. The studies noted
above do not have likely a priori moderators that could have existed in substantially different
proportions across the types of samples. Therefore, it will be important in future research to
continue to examine effects that are likely to be different for different people. Furthermore,
the studies above were not interested in sub-group analyses. It is an open question whether, for
instance, studies assessing the impact of a manipulation for women versus men, or rich versus
poor, would yield different conclusions in probability or nonprobability-based samples.

2.8 The special case of pre-election polls

The advantage of pre-election polls is that the main statistics of interest (voter turnout and final
election outcome) can be evaluated against a benchmark for all panels. Baker et al. (2010, p.
743) and Yeager, Larson et al. (2011, p. 734) provide a list of studies showing that nonproba-
bility online panels can provide as good and sometimes better accuracy than probability-based
panels. In the United States, for example, this goes as far back as the 2000 election (Taylor,
Bremer, Overmeyer, Siegel, & Terhanian, 2001) and in the United Kingdom, this goes back as
2001 (YouGov, 2011). Very recently in the 2012 US election, nonprobability panels performed
as well and sometimes better than traditional probability polling (Silver, 2012).
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On the other hand, we need to remember that pre-election studies are estimating mainly
one variable (the election outcome), which is most of the time (depending on the country)
a binary variable. Second, pre-election studies are very often conducted in an environment
where many weeks before the election many other studies, generally pre-election telephone
polls, are available publicly. In fact, unlike the majority of surveys, in pre-election polls the
pollsters “do not fly blind” and with the availability of web sites that pool the results in
real time from other sources, continuous guidance is given until the very end. This guidance
allows the constant refining of sampling, the identification of likely voters, question wording,
handling of undecided and nonrespondents, and weighting mechanisms. Thus, differences
in accuracy reflect more differences in the mix of these survey aspects than differences in
accuracy of nonprobability panels overall. As the recent AAPOR report from the nonprobabil-
ity samples states: “Although nonprobability samples often have performed well in electoral
polling, the evidence of their accuracy is less clear in other domains and in more complex
surveys that measure many different phenomena” (Baker et al., 2013, p. 108).

As Humphrey Taylor recognized early on (Taylor, 2007), the secret to generating accu-
rate estimates in online panels is to recognize their biases and properly correct them. In the
specific case of election polls, some companies are better than others in doing so. The case of
pre-election polls is encouraging and we hope that many more studies are published trying to
extend successful bias correction methodologies to other survey topics.

2.9 Completion rates and accuracy

In online panels of nonprobability samples, response rates cannot be really computed because
the number of total people invited to sign up (the “initial base”) is unknown. Completion rates
can still be computed by dividing the number of unique complete survey responses by the
number of email invitations sent for a particular survey (Callegaro & DiSogra, 2008).

In the NOVPO study (Vonk et al., 2006), completion rates ranged from 18%–77%. The
authors explain the differences as a pure function of panel management: some companies
“clean up” their database from less active members more than others. At the same time they
found that fresh respondents were more responsive than members who had been panelists a
year or longer. Yeager, Larson et al. (2011) studied the effect of completion rates on accuracy
of the responses. The authors found that in the nonprobability samples, higher completion
rates were strongly associated with higher absolute error (r = .61). The same relationship was
found for the response rates of the RDD studies and the probability-based online panel, though
of a lower magnitude (r = .47). This might reflect the fact that the coverage and sampling bias
associated with nonprobability samples cannot be ignored, suggesting that those who partic-
ipate in panel surveys are different from those who do not in important and significant ways.

2.10 Multiple panel membership

Multiple panel membership is an issue that has attracted the attention of the research commu-
nity since the beginning of online panels. Also called panel duplication (Walker et al., 2009),
or panel overlap (Vonk et al., 2006), this is a phenomenon found in as many countries as we
could find a study for. In Table 2.5 we list the average number of memberships per panel mem-
ber and the percentage of members belonging to more than five panels, according to different
studies. All these studies were undertaken by comparing nonprobability-based online panels.
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Table 2.5 Average number of membership per panel member, and percentage of members
belong to five or more panels.

Studies Year X panel member % belonging to 5+ Country

Multiple panels studies
Chan & Ambrose 2011 45 CA
Walker et al. 2009 3.7 45 US
Gittleman & Trimarchi 2010 4.4 45 US
Gittleman & Trimarchi 2010 25 FR
Gittleman & Trimarchi 2010 19 ES
Gittleman & Trimarchi 2010 23 IT
Gittleman & Trimarchi 2010 28 DE
Gittleman & Trimarchi 2010 37 UK
Gittleman & Trimarchi 2010 38 AU
Gittleman & Trimarchi 2010 39 JP
Vonk et al. 2006 2.7 23 NL
Fulgoni 2005 8.0 US
Single panel studies
Casdas et al. 2006 11 AU1

De Wulf & Bertellot 2006 292 BE
Comley 2005 31 UK3

1Measured in one panel only, AMR interactive.
2Measured in one panel only, XL Online. Some 29% of members declared they belonged to more than one panel.
3Measured in one panel only, UK Opinion Advisors.

At the current stage we could not locate studies of probability-based panels or of panels where
membership is restricted by invitation only as described in Chapter 1.

It is very common that members belong to multiple panels with peaks of 45% of panel
members belonging to five or more panels in the most recent estimates in the United States
and Canada. The issue of multiple panel membership is important from two points of view:
diversity of panel members, and data quality. The first aspect resonates with the concern that
Fulgoni (2005) voiced that a minority of respondents might be responsible for the majority of
surveys collected.

In the pioneering NOPVO study (Vonk et al., 2006), the number of multiple panel mem-
bership varied by recruitment methods: panels who bought addresses or recruited via link or
banners had a higher amount of overlap (average of 4.3 and 3.7 panels per member respec-
tively) than panels who recruited by phone or snowballing (2.0 and 2.3 respectively). Panel
offering self-registration had an average overlap of 3.3, while panels recruiting via traditional
research had an overlap of 2.4. Interestingly but not surprisingly, respondents with very high
Internet activity such as checking their email daily had an average multiple panel membership
of 3.5 in comparison to low Internet users: 1.8 (i.e., respondents who checked their email once
or twice a week). We will come back later on the issue of frequency of Internet usage with
more up-to-date data later on in this chapter. Casdas, Fine, and Menictas (2006) compared
multiple panel members demographics with Australian census data, finding that they were
more likely to be younger, less educated, female, working part-time and renting their living
space. In the ARF study (Walker et al., 2009) multiple panel membership was again related
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to the recruitment method: higher multi-panel memberships occurred with unsolicited regis-
trations, affiliate networks and email invitations. Multiple panel membership was three times
higher for African Americans and Latinos.

2.10.1 Effects of multiple panel membership on data quality

Vonk, van Ossenbruggen, and Willems (2006) noted a strong correlation (r = .76) between
being a professional respondent (measured as number of multiple panel memberships + num-
ber of surveys completed in the last 12 months) and inattentive respondents (measured as com-
pleting the survey in a shorter amount of time and providing shorter answers to open-ended
questions).

Most studies examining the effects of multiple panel membership have been conducted in
the area of traditional market research questions such as shopping attitudes, brand awareness,
and intention to purchase. In one of the first multiple panel membership studies, Casdas and
colleagues (2006) noted that members belonging to more than two panels were more likely
to be more price-driven than brand-driven in comparison to members belonging to one panel
only and to a CATI parallel interview. The comparison was done with a multivariate model
controlling for demographics characteristics. In terms of brand awareness Vonk et al. (2006)
compared multiple panel members’ answers to the average awareness results from all the 19
panels in their study. Multiple panel members had above average brand awareness but below
average advertisement familiarity. Lastly, in the ARF study (Walker et al., 2009), members
belonging to four or five and more panels were more likely to say that they would buy a
new soup, or paint (intention to purchase concept test) than panel members belonging to less
panels. For example, the percentage of respondents saying that they will definitely buy a new
soup was of 12% for members belonging to one panel, 15% for two panels, 16% for three
panels, 22% for four panels and 21% for five or more panels.

2.10.2 Effects of number of surveys completed on survey quality

Loyal respondents are desirable from the panel management point of view because they con-
stantly provide answers to the surveys they are invited to. In a context of declining response
rates, this can be seen as encouraging. At the same time, we need to explore the possibil-
ity that frequent survey-takers provide different answers than less frequent takers and what
effect this might have in nonresponse bias. In a Survey Spot panel study, Coen, Lorch, and
Piekarski (2005) noted that experienced respondents (have responded to 4–19 surveys) and
very experienced responders (having responded to 20+ surveys) gave much lower scores than
inexperienced respondents (have respondent to 1–3 surveys) on questions such as intention
to buy, brand awareness, liking, and future purchase frequency. These results were true even
after weighting the three groups to make sure they all represented 33% of responses and also
after weighting by demographics.

The US bank Washington Mutual (WaMu) switched their market research data collec-
tion from telephone surveys to fully nonprobability online panels (the company used more
than one). During the gradual switch, researchers at the company noted substantial variations
between online panels, across themselves, and in comparison to RDD telephone studies. The
bank then started a program of research, pooling together 29 studies across different online
panels for a total of 40000 respondents (Gailey, Teal, & Haechrel, 2008). One of the main
findings was that respondents who took more surveys in the past three months (11 or more)
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gave lower demand ratings for products and services than respondents who took fewer sur-
veys (10 or fewer surveys). When controlling for age, the same patterns held true. The second
finding was that not only the number of surveys was a predictor of lower demand (for product
and service) but also panel tenure. This prompted the bank to ask every online sample vendor
to append survey experience auxiliary variables for their project.

In a very recent study, Cavallaro (2013) compared the responses of tenured Survey Spot
members with new members on a variety of questions such as concept testing, propensity to
buy, early adoption, and newspaper readership. In the study design, the same questions were
asked to the same respondents twice a year apart. The data showed that tenured respondents
were less enthusiastic about concepts (e.g., a new cereal brand) and more “early technol-
ogy adopters” than new panelists. When looking at the responses of the tenured respondents
over time, they did not differ much, thus ruling out the potential hypothesis that tenure panel
members changed their mind over time. The author explains the differences between tenured
and new panel members as a consequence of attrition: for some reason, a respondent who
stays on a panel has different psychographic traits than the people who leave, controlling for
everything else.

From the above studies it seems that the respondents who stay longer in a panel have
different psychographic attitudes (at least in the topics discussed above) than new panel
members. In this context, it is definitely worth mentioning the pioneering work done on
the probability-based CentERdata panel in the Netherlands (Felix & Sikkel, 1991; Sikkel
& Hoogendoorn, 2008) where panel members were profiled at the early stage with a set of
22 standardized psychological test on traits such as loneliness, social desirability, need for
cognition and innovativeness. The big-five personality test was also administered. By looking
at all respondents’ scores on the 22 traits and correlating them with the length of stay in
the panel, the authors barely found any positive and statistically significant correlation. This
pioneering study strengthens the Cavallaro (2013) hypothesis that the difference between
new and tenured panel members is a matter of attrition, and not of panel conditioning at least
on psychological traits. We look forward to new research in this area.

The issue of multiple panel membership is also debated in the context of professional
respondents. We refer the reader to Chapter 10 of this volume for a thorough discussion on
professional respondents and their impact on data quality.

2.11 Online panel studies when the offline population is less
of a concern

One of issues with nonprobability panels is that, by definition, the offline population is not
part of it. In other words, non-Internet households or persons without Internet access cannot
sign up for a nonprobability-based online panels. Although it can be argued that weighting
can compensate for the absence of the offline population from a survey error point of view,
the percentage of people or households that are not online for a specific country contributes to
potential noncoverage error. This is the reason why probability-based panels provide Internet
access to the non-Internet population units or survey them in a different mode such as mail or
telephone (Callegaro & DiSogra, 2008).

In the commercial and marketing sector, the issue of representativeness and noncoverage
of the offline population is seen differently. As discussed by Bourque and Lafrance (2007),
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because of targeting and positioning for many topics, the customers (that is, the target popula-
tion) are almost all online (e.g., wireless phone users) while for other topics (e.g., banking) the
offline population is “largely irrelevant from a strategic decision-making standpoint” (p. 18).

By looking at comparison studies focused on the online population only, there is more
and more evidence that respondents joining online panels of nonprobability samples are much
heavier Internet users, and more into technology than the corresponding Internet population.
For example, in a study comparing two online panels with a face-to-face survey, Baim and col-
leagues (2009) found large differences in Internet usage. The benchmark estimated 37.7% of
the adult population in the United States used the Internet five or more times a day, while panel
A estimated 55.8 % and panel B 38.1%. For the second class of Internet usage, the benchmark
was 24.8% (using the Internet 2–4 times a day) while panel A estimated 31.9% and B 39.6%.
A more recent study conducted in the United Kingdom compared government surveys to the
TNS UK online panel (Williams, 2012). When looking at the activities done during free time,
the demographically calibrated online panel over-estimated using the Internet by 29 percent-
age points and playing computer games by 14 percentage points. The author concludes: “the
huge overestimate of Internet and computer games activity levels illustrates a general truth
that access panels will not provide accurate prevalence about the use of technology” (p. 43).

Higher time spent online and heavier technology usage in comparison to benchmarks
were also found in the Canadian comparison studies of Crassweller, Rogers, and Williams
(2008) – higher number of time spent online “yesterday,” and by Duffy and Smith
(2005) – higher time spent online and higher usage of technology in the United Kingdom.

2.12 Life of an online panel member

As mentioned in Chapter 1 of this volume, online panels do not openly share details about
their practices and strategies for fear of giving the competition an advantage. For this reason,
it is not easy to know what is requested of online panel members. One way to obtain some
information is to sign up in online panel portals that allow to do so, and monitor the activ-
ity as panel members. The company Grey Matter Research has used this approach. Staff and
other volunteers signed up on different US online panels that allowed those who wanted to
become members and monitored the traffic for three months (Grey Matter Research, 2012).
At sign-up they did not lie on their demographics, nor did they try to qualify for studies they
would not qualify otherwise. In other words, the study was done with participants being on
their “best behavior” – each member attempted to complete each survey to the best of their
knowledge and in a reasonable time frame of three days maximum from the moment the
email invitation was received. In Table 2.6, we report the results of the 2012 study. A sim-
ilar study had also been conducted three years before (Grey Matter Research, 2009) with
similar results.

Each volunteer monitored the number of invitations per panel. As we can see from
Table 2.6, the range is quite wide, where the panel with highest invitation level sent on
average 51 invitations within 30 days and the panel with the lowest invitation level sent on
average 6.5 invitations in 30 days.

A sizeable number of surveys were already closed when the participants attempted to
complete them, with an average of 18.1% and a high of 42.1%. Surveys varied in length but
they were on average 17.3 minutes long, with the panel with the shortest questionnaires lasting
on average 9.6 minutes and the panel with the longest questionnaires having an average of 22.1
minutes. The above picture is very telling about participation and burden on online panels. If
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Table 2.6 Life of an online panel member.

Panel Average # of invitations
in 30 days

% of surveys closed
within 72 hours

Average questionnaire
length in minutes

1 42.3 9.5 22.1
2 10.3 19.4 20.2
3 20.0 16.0 17.3
4 9.8 33.7 17.7
5 51.3 27.3 17.5
6 11.3 0.0 16.1
7 6.5 0.0 10.7
8 34.0 42.1 21.2
9 8.5 0.0 18.3

10 7.7 22.1 9.6
11 23.0 29.1 19.6

Average 20.4 18.1 17.3

we take the mean of the panels, for example, we can estimate that an “average” panel member
would spend about seven hours filling out questionnaires in a month with high burden panels
topping about 16 hours a month (e.g., panel 1) or low burden panels asking less than 2 hours
of commitment a month (e.g., panel 7). These results are per single panel; if a respondent is a
member of multiple panels, then the commitment quickly increases.

This rare study, which confirmed the results from the company’s previous research con-
ducted in 2009, sheds some light on the kind of data obtained by online panels. Active panel
members are requested to participate in numerous surveys for a substantial amount of time
each month. The importance of the studies lies in realizing the online panels are victim of their
own success. It is hard for companies managing online panels to satisfy every client request.
That translates into numerous survey requests per month. There is lot of research to be done
to understand the effects of heavy participation in surveys on their data quality.

2.13 Summary and conclusion

In this chapter we have systematized and brought together the disparate and sometimes hard
to find literature on the quality of online survey panels, focusing on the critical review of
the largest studies on data quality conducted thus far. This review should provide a starting
point for additional studies as well as stimulate the publication of existing and new studies. It
was apparent from our review that many of these studies appear on conference presentations,
blogs, and few are published in peer-reviewed journals. This creates a problem of transparency
because for most studies some of the key survey information, such as the original questionnaire
or descriptive statistics, was not available.

The chapter started with the proposal of a taxonomy of different comparison study tech-
niques, together with a review of their strengths and weaknesses. The hope is that the taxon-
omy can be useful when researchers design future studies on online panel quality. In order to
tackle the issue of quality of data obtained from online panels, we looked at three key qual-
ity criteria: point estimates, relationships across variables, and reproducibility of results. Our
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recommendation is that researchers and data users/buyers analyzing data coming from online
panels should use these criteria to assess the quality of the survey estimates.

The outcome of our review on point estimates, relationships across variables, and repro-
ducibility of results highlights quality issues in data obtained from online panels. Pre-election
online polls are one exception to the general findings, where many web panels of nonproba-
bility samples performed as good as and sometimes better than probability based pre-election
polls. Weighting could have the potential to minimize the noncoverage and selection bias
observed in online panels, but so far, again with the exception of pre-election polls, this strat-
egy does not seem to be effective.

The final part of the chapter was devoted to common issues debated in the market and
survey research arena, specifically the debate on the relationship between completion rates
and accuracy, the issue of multiple panel memberships, and studies focusing only on the
online population. In the first case, the agreement from the literature is that such relation-
ship does not follow the expected direction. For probability-based panels (though we found
only one study: Yeager, Larson, et al., 2011), higher completion rates lead to higher bias. For
nonprobability panels, what makes a large difference in completion rates is how the com-
pany manages the panel in terms of invitation and “panel member deletions” with different,
mostly undocumented rules. Multiple panel membership was noticed early on, at the latest
since the first study conducted by the NOPVO consortium in the Netherlands in 2006. Given
the self-selected nature of nonprobability panels, it is not uncommon for a panel member to
sign up for multiple panels. Our review of the limited evidence highlights some issues of data
quality for particular questions (e.g., purchase intent or recommend) and the fact that mem-
bers who are more active (in terms of survey completion) than the average, tend to have a
different psychographic profile from members less active in the panel.

The reader might think that nonprobability panels are better suited to study the online
population only. Unfortunately that idea does seem to have some problems of its own. In fact,
panel members tend to be very heavy Internet users and heavy technology consumers, thus
are less representative than the online population overall.

We conclude the chapter by presenting an image of the life of an online panel member.
The two studies we reviewed depict a picture of high commitment and high number of hours
spent completing surveys each month. These are the data that we, as researchers and buyers,
obtain when conducting or purchasing online panel surveys. This burden is a new phenomenon
that only few years ago, just by the rules of chance (it is very unlikely to be selected in
cross-sectional surveys, and even in panel studies frequency of invitation tends to be con-
siderably lower than that of online panels) was inconceivable. This study, together with the
results from multiple panel membership on data quality, beg the question, what is the optimal
number of surveys panel members should take per month?

For these reasons we agree with the conclusions of Farrell and Petersen (2010) that Inter-
net research should not be stigmatized. At the same time, it is worth noting that research
conducted using nonprobability online panels has still numerous quality issues that have not
been fully resolved. We hope this review can serve as a baseline for a more transparent research
agenda on the quality of data obtained from online panels. However, we lament the fact that
the commercial studies (NOPVO, ARF, and MRIA) produced very little documentation and
did not share the full questionnaire and descriptive statistics. We hope that the new ARF
study conducted by the FOQ2 initiative will make available their results to the entire research
community.
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Our taxonomy can help researchers to understand what conclusions can be drawn
depending on the research design. The multiple focus on point estimates, relationships across
variables, and replicability is the key to scientific advancement in this area. Together with
weighting, data modeling, and learning from the successful case of pre-election polls, these
aspects of the debate on online panels data quality should be on the agenda of research on
online panel samples.
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Queries in Chapter 2

Q1. Foonote 8 is cited here. Please provide the footnote text.




