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ABSTRACT
The multilingual world needs systems that can cluster text written
in multiple languages into the same thread or topic. Clustering
multilingual text can be accomplished by translating and then
clustering text in a canonical language, using multilingual embed-
dings to cluster articles in a shared embedding space, and via other
language-independent methods. The performance and pitfalls of
these various methods have not been well studied in the context of
real-time clustering across documents written in many languages.
We address this problem by generating a large dataset of news
articles using a reference architecture that continuously indexed
and clustered articles spanning 17 languages over the last 15 years.
Through the analysis of these documents and their clusters, the
clustering quality is shown to be dependent on the normaliza-
tion of proper nouns, the types of georeferences, and the overall
geographic focus of the document.
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1 INTRODUCTION
The world is multilingual, and systems need to be thus to reach
users in their language of preference or competence. This is why
one can tweet in any language, and the news is available in many
spoken languages. The challenge for online systems is to assemble
the news or any text content in various languages into the same
“thread” or “topic” to promote connections and discourse between
people with a wide variety of opinions and perspectives. This
makes text clustering across languages an essential step in Cross-
Lingual Information Retrieval (CLIR) and related downstream
problems [12, 35], and a worthwhile problem to explore in a real
”in the wild” setting.
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Clustering algorithms assimilate text into topics or threads based
on content and references central to the text, like locations and
names of people. There have been many methods for clustering
input text data [15, 31, 34, 68] including those designed for online
use [2, 4, 5, 13, 17, 18, 23, 24, 28–30, 45, 72, 73]. For domains like
news, online clustering is critical since news articles are constantly
being generated (and aged, although this is outside our scope) and
has to be clustered in real time to provide users with relevant stories
as they break. In particular, news documents must be grouped into
fine-grained clusters, representing closely-related news articles
reporting on a single event or story. However, most traditional
clustering techniques are agnostic to the source language of the
input text. Furthermore, cross-lingual clustering is a substantially
harder problem since different languages do not always share a
common vocabulary or script. State-of-the-art cross-lingual text
clustering is achieved through large multilingual models like M-
BERT [19, 46, 51, 67] and other neural models [8, 47, 62, 63]. An
older and simpler approach is to first translate the documents
into a common canonical language such as English and then
cluster the translated documents post-translation. In this case,
translation is usually done using Machine Translation (MT) [22, 44],
a bilingual dictionary [7], or a probabilistic model trained on parallel
corpora [64], the output of which is fed to the clustering algorithm.

Although cross-lingual clustering has seen recent advances,
there are very few studies of the quality of the clusters produced
by any cross-lingual clustering method, especially regarding the
factors or aspects of the text that influence clustering behavior. We
use NewsStand [69] as an example of a large, mature system that
clusters millions of news documents written in different languages
via the simple translate-then-cluster approach. The NewsStand
pipeline is set up to ingest, translate, pre-process, geotag, and
cluster articles in real time after pulling them directly from RSS
news feeds. The translation is done using a publicly-available
cloud-based translation service, and the clustering is accomplished
using a simple online clustering algorithm to assign incoming news
into text clusters. Our dataset comes from over 15 years of articles
spanning 17 languages that have been indexed, translated, and
clustered by NewsStand.

Through in-depth analysis of these documents and their
clusters, we characterize the issues and phenomena associ-
ated with cross-lingual clustering on a massive dataset of
millions of articles. We analyze clusters by measuring their size,
in number of documents, and their inter-relatedness, in overlap-
ping terms between the articles. We do so across several document
attributes, including original language, proper noun usage, and
geographic focus. We find these three attributes to be the dominant
factors that influence how translated text clusters post-translation.
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We uncover several noteworthy characteristics and phenomena
that shed light on the need for more sustained research into cross-
lingual text clustering. These points are enumerated below and
appear in boldface text throughout the paper:

(1) Single-article clusters and extremely large clusters of loosely
related articles are a common phenomenon. The patterns we
observe in cluster sizes indicate that we cannot just adjust
the hyper-parameters of the clustering algorithm, such as
threshold, to improve clustering behavior and eliminate
these issues (Section 4.2).

(2) Proper nouns play a critical role in clustering. Inconsistencies
in proper noun usage in the text being clustered cause
poor entity tagging, which makes Information Retrieval (IR)
difficult and adds noise to the cluster formation. Proper
nouns with more than one common spelling in a given
language pose a particular challenge (Section 6.1).

(3) Location and person proper nouns are typically more critical
for clustering than generic proper nouns (Section 6.2).

(4) Articles with a strong local geographic focus tend to clus-
ter well, which may also explain why some languages in
NewsStand cluster better than others (Section 7).

Our paper’s main contribution is the characterization of pre-
viously unexplored problems in cross-lingual text clustering. We
identify the pitfalls we see in the clustering behavior of articles in
a large system and describe how these remain unresolved in the
recent advances in large multilingual models, highlighting the need
for continued work in CLIR. We release a subset of documents as a
repository1 to encourage further refinement and improvements to
cross-lingual clustering, especially targeting online text clustering
which is a critical requirement for news, social media, and other
dynamic use-cases. Our paper also sets the stage for follow-up
work using clustering behavior as a way to quantitatively evalu-
ate the performance of different translators beyond their fluency
and adequacy or to evaluate large multilingual model embeddings,
which are commonly used in a variety of applications besides
clustering [8].

The rest of this paper is organized as follows. We start by
surveying related work in cross-lingual and online text clustering
(Section 2). Next, we describe the NewsStand system [69] (Section 3),
which performs pre-processing and clusters the articles used in our
dataset. Section 4 reviews the clustering landscape in NewsStand
and outlines several pitfalls and phenomena we observe. This is
followed by an outline of several major factors that we find to be
intrinsically associated with clustering outcomes: source language
of the article (Section 5), proper noun usage (Section 6), and
geographic focus (Section 7). Finally, we discuss the implications of
our work and provide directions for future research (Section 8).

2 RELATEDWORK
There is a substantial body of literature on clustering algorithms,
including algorithms designed for clustering time series data [66], or
text data. Extensions include clustering cross-lingual text, clustering
text in an online and unsupervised fashion, and clustering news
and social media text, which we summarize in further detail.

1https://github.com/nicoleschneider/TranslationClustering

2.1 Text Clustering
Clustering, or finding groups of similar objects, is a common data
mining problem with many applications [3, 65]. Text data, which
is sparse and high-dimensional, poses a particular challenge for
clustering, so text data requires specific clustering algorithms
beyond the general purpose ones designed for numeric or nominal
data [9]. A prominent approach to dealing with the sparsity and
high-dimensionality of text data is to preprocess it using the vector-
space model Term Frequency-Inverse Document Frequency (TF-
IDF) [54]. The TF-IDF representation normalizes data to account for
common words that dominate and drown out more discriminative,
rarer words, making it a standard tool for representing text data.
There are a variety of clustering algorithms that work for text
data [15, 68], but many of them are not well suited to clustering a
dynamic corpus of articles written in different languages.

2.2 Cross-lingual Text Clustering
Cross-lingual information discovery can be accomplished in vari-
ous ways, including traditional translate-then-cluster approaches,
recent neural embedding space methods, and other language-
independent methods.

Translate-then-cluster methods. Traditional methods typi-
cally require that documents be translated into a single canonical
language, which can be done using MT, a bilingual dictionary, or a
probabilistic model trained on parallel corpora [44, 64, 75]. Many
studies that measure cluster assignment aim to group documents
into a few large clusters, which is insufficient for the problems
faced by most real-world IR systems that group documents into
threads or event clusters, like NewsStand.

For instance, multi-view clustering [31] uses parallel text views
across 5 languages to successfully group 110k Reuters documents
into 6 large, coarse-grained clusters based on general topic. Similarly,
Wu et al. [71] shows that a bilingual dictionary model yields
clustering at least comparable to the translate-then-cluster approach
on a similar task of assigning documents to broad category clusters,
which aligns with our finding that full translation may not be
necessary or sufficient to achieve good clustering performance.

Neural Embedding Space Methods. The recent explosion
in large language models has driven the development of several
language-independent clustering methods. Approaches include
using a 3-layer multilingual Bidirectional Long Short TermMemory
(BLSTM) encoder to identify nearest neighbor sentences based on
similarity in the embedding space, independent of language [62].
Despite being trained on parallel news sentences, named entities
like city names and ”comma groups” [40] were removed after
initial experiments showed that their multilingual distance was not
sufficient to reliably distinguish between them. This points to a
major issue with using the neural embedding space similarity as a
strategy to cluster documents across languages. Previous work on
Japanese-Vietnamese news story clustering [26] and our present
analysis on clustering patterns across 17 different languages both
show that reasonable cluster formation is highly dependent on the
proper nouns in documents, especially location entities.

Other works show that multilingual embeddings [8] and the
intermediate state of Neural Machine Translation (NMT) models
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are promising tools for cross-lingual clustering, particularly in
cases with resource-rich language pairs like Japanese-English [63]
and when downstream tasks like document classification are the
ultimate goal. Similarly, Pires et al. [46] show that transformer-
based models like Multilingual-BERT (M-BERT) can map different
languages to a shared cross-lingual embedding space, but they find
that M-BERT does not handle typologically divergent languages
well. Even using M-BERT to cluster articles in a single language is
a challenge. Stankevičius et al. [67] use M-BERT to perform coarse-
grained clustering of Lithuanian documents into 12 topic clusters.
They achieved a Matthews Correlation Coefficient (MCC) score
of about 0.25 even after fine-tuning, meaning cluster formation
was closer to random clustering (score of 0) than perfect clustering
(score of 1).

Other Language-independent methods. A handful of other
approaches include cross-lingual cluster linking [47], using human-
annotated Wikipedia data [32, 33, 53], and using Self-Organizing
Maps (SOMs) to automatically cluster cross-lingual terms and doc-
uments with similar subjects or concepts [34]. Rupnik et al. [53],
building on their previous “Event Registry” system [32, 33], link
documents across languages according to a similarity function
trained on a human-annotated Wikipedia dataset of English, Ger-
man, and Spanish linked clusters. However, all of these results are
based on a small number of languages, cover limited settings, and
do not scale sufficiently to address the problem fully.

2.3 Online and Unsupervised Clustering
A dynamic corpus of news articles meant to be browsed "on-the-go"
requires clustering to be done in an online fashion [57, 58]. A similar
need exists for social media data since new posts are added in real-
time, necessitating rapid geoparsing and clustering [21, 38, 43, 60].
Numerous methods for clustering text have been designed to work
in an online scenario [2–5, 13, 18, 23, 24, 28–30, 45, 72–74].

In addition to being online, clustering for the news domain must
also be completely unsupervised since we must detect new topics,
and no training set can accurately predict future events. As such,
we also lack knowledge of the number of clusters ahead of time,
making many methods infeasible, including popular variants of
online spherical k-means (OSKM) [73]. A simple alternative is the
basic leader-follower clustering algorithm [17], which assigns a
new data point to the nearest existing cluster, or creates a new
cluster if none are close enough. This algorithm can be parallelized
across multiple GPUs and modified to allow clustering in both
content and time, which make it a good choice for NewsStand [70].

2.4 Clustering News and Social Media Text
Many works have attempted to cluster short text from social media
and news domains, typically with the goal of reducing information
overload for end users. Some of the recent success in clustering
social media text involves methods that augment the text with
outside information. Some works leverage Wikipedia to enrich the
text [11, 27], which improves clustering, and others leverage it to
label clusters already grouped by human annotators [14].

Other works have attempted to cluster social media text, includ-
ing [52], which clusters a million tweets covering 30 hashtags into
coarse or fine-grained clusters, using hashtags as the gold standard

labels. Work has also been done to generate lighter-weight repre-
sentations of newsworthy social media text using data aggregations
that obtain clustering comparable with the full representation [49].
News article recommendation systems have also been developed
based on common characteristics like named entities, time of publi-
cation, and user preferences and feedback when available [6, 37].
To our knowledge, none of the work in clustering news and social
media text has comprehensively studied the clustering behavior of
a large set of texts originally written in many different languages.

3 NEWSSTAND DATASET
To study the clustering behavior of cross-lingual text documents, we
leverage NewsStand [69], a system designed to allow users to read
the news using a map interface. The system ingests articles from
thousands of RSS feeds within minutes of publication and presents
them to users on a map, with each article’s location inferred from
its geographic references. The NewsStand interface is dynamic,
so as new articles are published, markers are dynamically added
to the map in real-time. After assigning a location to each article,
NewsStand aggregates the articles into clusters based on the textual
content and locations referenced within the document. Critically,
this enables articles to be ranked by story significance and displayed
to users based on the map position and zoom level selected through
the interface.

3.1 Preprocessing
The NewsStand dataset we use in this study is preprocessed as
follows. Articles are first translated into English using MT (if they
are not already in English) and sent through a series of steps to
identify geographic terms in the article text or translation output.
This occurs during the geotagging process, which consists of four
stages: Entity Feature Extraction, Gazetteer Record Assignment,
Geographic Name Disambiguation, and Geographic Focus Deter-
mination [69]. The first stage, Entity Feature Extraction, involves
identifying important entities in the text and collecting them in an
entity feature vector (EFV). This is accomplished using a combina-
tion of Part-Of-Speech (POS) tagging and statistical Named-Entity
Recognition (NER) tagging [76]. The NER tagger is from the Ling-
Pipe toolkit [10], which was trained on the brown corpus [20]
and additional news data. For more details on this process, see
[25, 42, 59]. Once extracted, the EFV contains words belonging
to proper noun classes like location, organization, and person.
In Section 6, we discuss the relevance of these entity classes to
the clustering behavior of translated text. Since location entities
are particularly relevant for geotagging, those are marked as geo-
graphic features in the EFV and then assigned a set of matching
locations during the Gazetteer Record Assignment stage, the to-
ponyms are resolved during the Geographic Name Disambiguation
phase [36, 38–40, 56, 61], and a geographic focus is determined for
each article.

3.2 Clustering the Documents
In the news domain, clustering is used to group together story
clusters containing all news articles that describe the same news
event. In addition to the requirement that articles in the same cluster
share many of the same keywords, they also must be published
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Language Rankings for Clusterability
Original Language ISO ALPHA 2 Code Rank % Singletons Num Documents
Haitian HT 1 54.28% 5944
Japanese JA 2 59.04% 4527
Arabic AR 3 78.93% 16196
German DE 4 79.49% 53673
Hindi HI 5 82.50% 21326
Chinese ZH 6 82.53% 19965
Persian FA 8 88.4% 607
Spanish; Castilian ES 9 90.0% 2660
Portuguese PT 11 90.2% 3814
French FR 12 92.4% 4114
Hebrew HE 13 93.0% 3494
Italian IT 14 93.0% 16555
Dutch; Flemish NL 15 93.6% 3669
Greek, Modern EL 16 94.7% 757
Czech CS 17 95.2% 759
Russian RU 18 95.6% 5381

Table 1: Language rankings by percent of documents clustering as singletons after translation into English, where lower
rankings indicate a lower percentage of documents as singletons (better clustering). The rankings are depicted graphically in
Figure 2. Languages with fewer than 500 articles in NewsStand are ignored, leaving 17 languages in the dataset.

around the same timeframe. The temporal requirement stems from
the emphasis on recency when presenting breaking stories to
users. This premise lends itself well to online clustering, which
requires less computation than one-shot approaches that involve
re-clustering the entire corpus with every new article ingested [69].

To accomplish the clustering, NewsStand employs the vector
space model [55], a common approach in text mining and informa-
tion retrieval. The articles are converted to term feature vectors in
d-dimensional space, where d is the number of distinct terms in
every document in a corpus. The term feature vector is extracted
using TF-IDF [54]. Elements of the term feature vector represent
the frequency of their corresponding term in the document being
ingested, where terms that are common in a document but uncom-
mon in the corpus are emphasized. Since NewsStand is an online
system with a dynamic corpus, the term feature vector is computed
once for each article at the time it is ingested into the system.

Clustering is also done in an online fashion using a variant of
leader-follower clustering [17]. Articles are clustered across two
dimensions: the term vector space and the temporal dimension. A
term centroid and a time centroid are maintained for each cluster,
representing the mean term feature vector and mean publication
time of the articles in the cluster, respectively. For each new article
ingested, clustering proceeds by checking if there exists a cluster
with centroids less than a fixed cutoff distance from the article’s
term and time values. If so, the article is added to the nearest cluster
and its centroids are updated, and if not, a new cluster is created
containing only the new article. Term distances are computed using
the standard cosine similarity [68], and a Gaussian attenuator is
applied to the temporal dimension to favor clusters with time
centroids near the article’s publication time.

4 NEWSSTAND CLUSTER CHARACTERISTICS
We first summarize the cluster landscape in the NewsStand dataset,
focusing on two key indicators of cluster behavior: cluster size and
inter-relatedness. We use document counts to measure size and use
common key terms as a proxy for document inter-relatedness.

4.1 Singleton Clusters
The clusters in NewsStand contain approximately 17 million docu-
ments in total. Of those, about 7 million comprise what we refer to
as singleton clusters, or clusters containing only a single document.
In some cases, such as for highly particular stories for which there
are no other similar articles, a singleton cluster is the appropriate
clustering result. However, as we show in Section 5, a very high
proportion of articles originating in many of the 17 languages
in NewsStand reside in singleton clusters, indicating poor cluster
formation. Throughout the subsequent sections of this paper, we
present the factors that we find influence the clustering behavior,
including the substantial formation of singleton clusters.

4.2 Zombie Clusters
The clusters that are not singletons tend to be small in size, contain-
ing only a few documents on average. However, some very large
clusters contain thousands of documents per cluster. Sometimes
these clusters can correspond to major world events that garner the
attention of hundreds of publications in a short period. However,
in most cases, these very large clusters are what we term zombie
clusters, or clusters containing a large number of documents with
a very small number of different important terms relating those
documents to each other. In essence, zombie clusters are very large
clusters that grow by picking up articles that are only tangentially
related to the existing articles in the cluster.
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We can identify such clusters by examining the cluster sizes
compared with the cluster inter-relatedness, measured via the
number of unique important terms that appear amongst articles in
the clusters. Important terms are those which appear frequently in
a given document but infrequently in the overall corpus, resulting
in a high TF-IDF score. For our purposes, we consider scores above
0.3 to be high, given that the average score for a term is 0.21 in the
NewsStand data. Figure 1 shows the cluster sizes measured in the
number of documents on the y-axis against the number of unique
important terms on the x-axis. Zombie clusters are those with few,
if any, important terms (left side of the plot) tying thousands of
articles together (upper portion of the plot).

For instance, we observed a zombie cluster of 3525 articles that
were clustered together based on 2 important terms: "beer" and
"wurst". This cluster contained unrelated articles that referred to
these terms but did not describe any common news event or story
that should justify them being clustered together. Zombie clusters
like this one represent a poor clustering outcome since the goal is
to obtain clusters that describe the same news event, and zombie
clusters, by definition, do not accomplish that goal.

The phenomenon of a large proportion of singleton clusters ex-
isting alongside zombie clusters indicates that simply adjusting the
distance cutoff in the clustering algorithm would not improve the
clustering outcomes overall. Increasing the distance cutoff would
lead to more zombie clusters forming since it would be even easier
for unrelated articles to cluster together by chance. On the other
hand, decreasing the threshold would lead to stricter clustering
and an even greater proportion of singleton clusters. This tension
motivates our research into what aspects of the articles influ-
ence how they cluster, particularly across languages, when
translation may further complicate clustering behavior.

Figure 1: Plot of the number of unique important terms
(greater than 0.3 TF-IDF score) appearing in clusters vs. the
cluster size. Large clusters with few important terms tying
the articles together are considered Zombie clusters and tend
to appear in the upper left region of the plot.

5 FACTOR 1: SOURCE LANGUAGE
The first factor we observe that influences clustering is the source
language of the original documents. The NewsStand articles are
distributed across 17 different languages. Table 1 describes the 17

languages, their abbreviations that will be used in graphs through-
out this paper, and the number of articles per language in the
NewsStand data. The non-English articles are translated upon
ingest into the NewsStand system, but metadata indicating the
original language is retained along with the original and translated
versions of the text, allowing us to analyze how original language
plays a role in how the articles cluster.

Figure 2 shows the distribution of cluster sizes for articles origi-
nating in each language in Table 1. Since NewsStand contains more
documents for some languages than others, the plot is normalized
over the total number of articles for each language. This gives an
overall snapshot of how well articles are clustering based on their
original language. The languages in this plot are ranked from left
to right (top to bottom in the legend) based on the proportion of
articles from that language that reside in singleton clusters. These
rankings are also enumerated in Table 1.

For example, of the 17 languages analyzed, Russian (RU) has
the highest proportion of singletons, with greater than 95% of
Russian-original articles residing in singleton clusters. On the other
hand, Japanese (JA) and Haitian (HT) articles show completely
different clustering behavior from the other languages, with 59%
and 54% of articles in singleton clusters, respectively. This indicates
a much better clustering outcome, with closer to half of all articles
actually being grouped in some fashion. Throughout the rest of the
paper, we explore some of the other factors that influence these
differences in clustering behavior.

6 FACTOR 2: PROPER NOUN TRANSLATION
As described in Section 3.1, NewsStand’s geotagging process in-
volves identifying proper noun entities within each document it
ingests. The entities are labeled with their class, indicating the
type of noun identified. However, these classes are not disjoint. For
example, the class proper noun (NNPP) is generic and encapsulates
other more specific classes like location (LOC) and person (PER).
Figure 3 shows the distribution of entity tag classes in the News-
Stand data. Although there are 35 classes of entities tagged in the
NewsStand data, NNPP, LOC, PER, and organization (ORG) are by
far the most commonly tagged categories, representing 84.6% of
the tags generated by NewsStand.

Proper nouns often convey important information in news sto-
ries, including the subject matter, people or organizations involved,
and key locations where the story took place. As such, it is natural
to suspect that the proper nouns in an article also play a key role in
determining how that article clusters. To explore this hypothesis,
we consider proper noun tag density and proper noun tag class.

6.1 FACTOR 2A: Entity Tag Density
We define entity tag density as the proportion of proper nouns
in an article compared to the overall length of the article. This
metric can be measured by counting the number of entities tagged
in the article at the time of ingest and dividing by the number of
words or characters in the article text. Intuitively, a higher (lower)
entity tag density indicates that an article references many (few)
places, people, etc., compared to other articles of similar length.
However, since the metric is calculated by counting the number of
tagged entities, the ability of the tagger to identify proper nouns
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Figure 2: Distribution of binned cluster sizes across languages besides English. Languages are sorted such that languages with
higher percentages of singletons appear towards the left for each bin on the x-axis, and languages with a lower percentage of
singletons appear towards the right of each bin.

Figure 3: Distribution of entity tags identified in the text of the articles ingested by the NewsStand pipeline. Proper noun
(NNPP) is the most frequently identified entity tag class, followed by person (PER), location (LOC), and organization (ORG).
The other 31 classes are rarely identified in comparison to NNPP, PER, LOC, and ORG.

Figure 4: Average entity tag density per language after trans-
lation into English. Entity tag density is the ratio of the
number of entity tags to the number of words in the transla-
tion output.

when they appear in the text is a critical factor. Articles containing

Figure 5: Average entity tag density is the ratio of the number
of entity tags to the number of characters in the translation
output.

entities that are misspelled or otherwise not recognized will have a
disproportionately low entity tag density.
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Figure 6: Entity tag class by language after translation into English. This represents the baseline distribution of entity tag
classes per language in NewsStand, not considering the role any of these terms play in clustering. Classes are filtered to the 4
most common (Proper Noun, Person, Location, Organization), representing 84.6% of the entity tags in NewsStand.

Figure 7: Entity tag class by language for very important terms (TF-IDF score greater than 0.4). These terms are important
for clustering since their TF-IDF scores are well above the average for NewsStand. Classes are filtered to the 4 most common
(Proper Noun, Person, Location, Organization), representing 84.6% of the entity tags in NewsStand.

Figures 4 and 5 show the average word and character entity tag
density, respectively, for each language in NewsStand. The metric
is calculated on the translated (into English) text, but in some cases,
poor translation leads to many source words being carried directly
into the translation output. For languages with logographic writing
systems, this can make word count an unreliable measurement

of article length. For example, we observed that poorly translated
Chinese (ZH) articles with a mix of logograms and English words in
the output have an unusually low word count and, therefore, a high
entity tag : total word ratio, despite relatively few entity tags being
recognized. Lee et al. [34] point out that Chinese words may contain
several characters, but words are not separated by spaces, meaning
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Figure 8: Distribution of geographic focus scores for geo-
references. Higher scores indicate local focus; lower scores
indicate a lack of local focus.
determining word count requires more complicated techniques for
Chinese text than for English text. To account for this phenomenon,
we instead take character count as the denominator of the ratio,
which yields a metric more in line with the intuitive notion of the
density of entities tagged even for cases when the source language
is retained in the output.

Another consequence of source words being carried over or
translated poorly is that they are not likely to be recognized by the
entity tagger, even if they represent proper nouns. If this happens
systematically across articles of a given language, it will manifest
in a low average entity tag density for the language. Recalling
Figure 2, the poor clustering observed for Russian (RU) and Greek
(EL) articles (the highest and third highest proportion of singleton
clusters, respectively, out of 17 languages) may be explained by the
systematically low entity tag density measured for those articles,
shown in Figure 5. In other words, a low number of entity tags
being recognized by the tagger means an article has a poor
chance of clustering well with other articles in NewsStand.

To make this phenomenon more concrete, we take the fol-
lowing example from a Russian article in NewsStand. The sen-
tence originally written as "Не так давно известный политолог
Досым Сатпаев поделился мнением об экологических рисках
Казахстана." [1] was translated by NewsStand as "Not long ago, a
political scientist opinion about environmental risks Казахстана...".
The word "Казахстана" was carried over into the translation output,
causing it to be missed by the entity tagger. The correct translation
is Kazakhstan, which is a location that would have ideally been
tagged and used to help cluster the article. Later in the article,
another reference is made to Kazakhstan, but this time it is written
as "Казахстан" in the original text, and the output is correctly
translated, allowing the entity tagger to recognize the location.
Taken together, these two instances illustrate an important issue
for clustering translated text. A proper noun that has multiple
common spellings in a non-English source language can be
problematic for entity tagging and clustering if the spellings
are not translated consistently in the target language.

6.2 FACTOR 2B: Entity Tag Class
Knowing that proper nouns are critical for clustering, we observe
how the relative rarity (TF-IDF score) of different types of proper

nouns contribute to an article’s clusterability. Figure 6 shows the
baseline distribution of entity tag classes per language inNewsStand,
not accounting for the role those terms play in clustering. Proper
noun is the dominant class, with many languages having, on
average, between 70% and 80% of their entity tags in this category.
Comparatively, far fewer instances of the more specific person,
location, and organization tags are recognized. All entity classes
besides the four most common classes, representing 84.6% of the
entities tagged, are filtered out for clarity.

Looking at the term feature vectors, we can determine which of
the terms in Figure 6 are important for clustering by considering
their TF-IDF scores. Figure 7 shows the distribution of entity tags
with high TF-IDF scores (greater than 0.4), broken out by class and
language. These terms we consider very important for clustering
since their TF-IDF scores are well above the average for NewsStand.

Interestingly, the Haitian and Japanese language articles have the
lowest proportion of generic proper noun tags of all the languages
indexed by NewsStand. Other languages, like Arabic, stand out for
having an unusually high proportion of one entity tag class, in
this case, location. This may be due to Arabic naming practices,
which often include place names that might be incidentally tagged
as location entities rather than person entities by the geotagger.

Across most languages, we observe that the person and location
tag classes appear with higher frequency in Figure 7 than in Figure
6. Similarly, the more generic proper noun class appears with
much lower frequency in Figure 7 than in Figure 6. This indicates
that location and person proper nouns are typically more
important for clustering than generic proper nouns. This
finding coincides with an interesting problem with the recent
multilingual embedding-based cross-lingual clustering approaches,
namely that they are limited in their ability to differentiate between
specific named entities like cities [62]. While mapping articles
to a multilingual embedding space to cluster them seems like
a reasonable method, our analysis shows that the proper noun
entities, not the majority of the common language in the article,
are what matters for clustering.

7 FACTOR 3: GEOGRAPHIC FOCUS
The nature of the geographic references in an article also contributes
to how the article clusters.

7.1 Local and Global Georeferences
Following Quercini et al. [48], we define a reader’s spatial lexicon as
the limited set of locations that the reader can identify and place on
a map [41, 48]. This is further broken down into the local lexicon and
the global lexicon. The local lexicon refers to the set of small, highly
local places familiar to an audience based on proximity. These
places are commonly referenced in local newspapers, which have
a localized and specific geographic focus. On the other hand, the
global lexicon includes geographically distant but highly prominent
places, such as major international cities, that are known by nearly
everyone. For example, an article referring to “Paris” could be
referring to the prominent “Paris, France”, which is part of the
global lexicon of places known by almost everyone, or it could be
referring to one of the many smaller cities like Paris, Texas, which
is part of the local lexicon for people in the surrounding areas.
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Figure 9: Average geographic focus score for articles belonging to clusters of different sizes. Languages that cluster well, Haitian
(HT) and Japanese (JA) are highlighted in the legend and colored blue and orange, respectively, in the plot. Best Viewed in color.

NewsStand quantifies the overall locality versus globality of
the georeferences in each article it ingests using a geographic
focus score [16]. Figure 8 shows the distribution of geographic
focus scores for individual georeferences in the NewsStand data.
Higher scores indicate local focus and lower scores indicate a lack
of local focus. The skew indicates most georeferences in NewsStand
articles refer to places in the global lexicon, and comparatively
fewer georeferences refer to places in the local lexicon.

This observation matches the intuition behind the geotagging
framework MetaCarta [50], which assumes that toponyms corre-
spond to the most prominent interpretation, such as Paris, France,
about 95% of the time, and thus reasonably good geotagging can
be achieved by always choosing the prominent location barring
strong evidence to the contrary. However, Lieberman et al. [41]
show that establishing local lexicons, which is what NewsStand’s
preprocessing pipeline does, leads to more accurate spatial indexes.

7.2 Article Focus
After identifying and disambiguating the geographic entities in the
news articles, NewsStand’s geotagger determines which georef-
erences are relevant to the article’s overall geographic focus and
which are mentioned in passing. The relevance of each georefer-
ence to its article’s focus is computed using a linearly decreasing
weighted frequency ranking, which is motivated by the fact that
important georeferences are often made early in an article’s text.
With this weighting, an occurrence of a georeference g that appears
closer to the beginning of an article’s text gives more weight to g’s
ranking than a similar reference that appears near the end [59, 69].

Considering the local and global nature of georeferences and the
weighted frequency raking that emphasizes references appearing
early in the text, a typical example of an article with a high
geographic focus score is one that references a local town or city
at the start of the article. On the other hand, an article would
garner a low focus score by referring to several prominently known
locations, like major cities, throughout the article text.

Figure 9 shows the average overall geographic focus score for
all articles of language l residing in a cluster of size n, where n is
plotted on the x-axis in Log Scale and l is shown by color. Haitian

and Japanese languages, which showed better clustering behavior
than the other languages in NewsStand in Section 5, also tend to
have higher geographic focus scores. This points to one explanation
for why Haitian and Japanese articles in NewsStand tend to cluster
well- they tend to have a higher geographic focus, meaning they
refer to places in the local lexicon early in the article text. In
other words, these articles tend to focus on a location, thereby
improving their chances of clusteringwith other articles. This aligns
with our earlier finding that accurate translation of proper nouns,
particularly location references, is critical to successful clustering.
When georeferences are not translated correctly, they are
not recognized by the geotagger, and do not contribute to the
focus score of the article or to the articles’ ability to cluster
with other similar articles referencing the same place. This
is one explanation for the high proportion of singleton clusters
observed across many languages in NewsStand.

8 CONCLUSIONS AND FUTUREWORK
To better map the cross-lingual text clustering landscape, we
evaluated the document clusters in a large system that has been
performing cross-lingual text clustering on news articles for over a
decade. In doing so,we found that the following factors influence the
quality of the clustering behavior: the document’s original language,
proper noun usage and type, and geographic focus. Articles were
more likely to form coherent clusters when they were originally
written in certain languages, contained specific classes of proper
nouns like location and person entities, and had a strong local focus
tied to a particular geographic region rather than a global focus. By
analyzing the clusters formed using a simple translate-then-cluster
method, we highlight the apparent pitfalls associated with cross-
lingual information retrieval (CLIR) in the news domain and point
out that many of these issues are not solved by recent advances
in CLIR, especially the use of multilingual embeddings and other
language-independent methods for clustering, which are known
to poorly distinguish between proper noun entities. Future work
in this domain includes a detailed comparison of more complex
cross-lingual clustering schemes, like large language model based
methods, and further improvements to multilingual-embeddings to
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address their inability to distinguish between named entities like
city names, which we show to be an important factor for clustering
news articles. Finally, this work opens the door to using clustering
to evaluate translation or multilingual embedding quality.
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