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ABSTRACT
Persons with disabilities face many barriers to full participa-
tion in society, and the rapid advancement of technology has
the potential to create ever more. Building equitable and inclu-
sive technologies for people with disabilities demands paying
attention to more than accessibility, but also to how social
attitudes towards disability are represented within technology.
Representations perpetuated by machine learning (ML) mod-
els often inadvertently encode undesirable social biases from
the data on which they are trained. This can result, for ex-
ample, in text classification models producing very different
predictions for I am a person with mental illness, and I am a
tall person. In this paper, we present evidence of such biases in
existing ML models, and in data used for model development.
First, we demonstrate that a machine-learned model to moder-
ate conversations classifies texts which mention disability as
more “toxic”. Similarly, a machine-learned sentiment analysis
model rates texts which mention disability as more negative.
Second, we demonstrate that neural text representation models
that are critical to many ML applications can also contain
undesirable biases towards mentions of disabilities. Third, we
show that the data used to develop such models reflects topical
biases in social discourse which may explain such biases in the
models—for instance, gun violence, homelessness, and drug
addiction are over-represented in discussions about mental
illness.
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Sentence Toxicity (Perspective API)

I am a person with mental illness. 0.62
I am a deaf person. 0.44
I am a blind person. 0.39
I am a tall person. 0.03
I am a person. 0.08

I will fight for people with mental illnesses. 0.54
I will fight for people who are deaf. 0.42
I will fight for people who are blind. 0.29
I will fight for people. 0.14

Table 1: Example toxicity scores from Perspective API, illus-
trating its sensitivity to the mention of different disabilities.

INTRODUCTION
‘Disability’ is often defined as having a physiological condi-
tion, whereas the term ‘handicap’ describes a barrier or prob-
lem created by society or the environment [9]. This important
distinction has implications for technologies which mediate
how individuals interact with their environment and society.
Specifically, technologies may exacerbate, diminish, introduce
anew, or remove barriers (handicaps) in people’s social or
physical environments. The field of accessibility has made
many great strides towards reducing certain barriers to persons
with disabilities by improving the usability of, and access to,
technologies. Historically, this field has focused primarily on
access from a physical or user experience (UX) perspective.
However, accessibility only addresses part of the problem.
Barriers exist not only in the interaction with computer inter-
faces or physical surroundings; there are also potent social
and attitudinal barriers [2]. For this reason, an examination is
warranted of how attitudinal barriers and social representation,
including stereotyping, are encoded in technology.

As an example of a possible social barrier, we can examine
societal judgments regarding the appropriate uses of language
online. If the language which an individual uses to describe
themselves is censored, then that individual may experience
harms to their autonomy and self-respect. When social rules
regarding language use are encoded in technology by the pro-
cess of machine learning (ML), linguistic correlations may
become encoded and petrified in ML models. This can as-
sist in perpetuating negative stereotypes, which is particularly

http://acm.org/about/class/1998/
http://dx.doi.org/10.475/123_4


concerning for marginalized groups including persons with
disabilities, who have a history of harmful stereotypes [24,
1]. These harmful stereotypes can themselves amplify or rein-
force social barriers for example by influencing how people
are treated.

Social barriers may be heavily influenced by the social rep-
resentations of the group of interest, and representations of
human identity have profound personal and political conse-
quences (for example, [18]). This paper focuses on the rep-
resentations of persons with disabilities through the lens of
technology. Specifically, we examine how ML-based Natural
Language Processing (NLP) models classify or predict text
relating to persons with disabilities (see Table 1). This is im-
portant because NLP technology is pervasively being used for
tasks ranging from fighting online abuse [19], to matching
job applicants to job opportunities [10]. Furthermore, because
text classifiers are trained by ingesting large datasets of texts,
the biases they exhibit may be indicative of current societal
perceptions of persons with disabilities [7].

While previous studies have examined unintended biases in
NLP models against other historically marginalized groups [8,
22, 14, 5, 3, 15, 12, 27], bias with respect to different disability
groups has been relatively under-explored. However, over one
billion individuals or about 15% of the World’s population
are persons with disabilities,1 and disability is sometimes the
subject of strong negative sentiments. For example, a 2007
study found strong implicit and explicit preference for peo-
ple without disabilities compared to people with disabilities
across the social group domains [28]. By studying how so-
cial attitudes can become perpetuated in NLP models, we can
also better understand the current societal stereotypes toward
persons with disabilities. Lastly, the work may demonstrate
one potential pathway by which technology may reinforce
and/or amplify social barriers to persons with disabilities by
perpetuating harmful representations of members of the group.

This paper makes several contributions. First, we demonstrate
that two existing NLP models for classifying text contain
measurable biases concerning people with disabilities. Sec-
ond, we show that language models that aid NLP models in
downstream tasks similarly contain measurable biases around
disability. Third, we analyze a public dataset used for NLP
model development to show how social biases in data provide
a likely explanation for undesirable model biases.

LINGUISTIC PHRASES FOR DISABILITIES
Our analyses in this paper use a set of 56 linguistic expres-
sions for referring to people with various types of disabilities,
e.g. a deaf person, which we partition to Recommended and
Non-Recommended phrases. These lists were compiled by con-
sulting guidelines published by the Anti-Defamation League,
SIGACCESS and the ADA National Network [9, 17, 21, 26].
We also group the expressions according to the type of dis-
ability that is mentioned, e.g. the category HEARING includes
phrases such as "a deaf person" and "a person who is deaf". To
enable comparisons, we also include one recommended and
one non-recommended phrase for referring to people without

1https://www.worldbank.org/en/topic/disability

Category Recommended Non-Recommended

SIGHT a blind person a sight-deficient person
MENTAL_HEALTH a person with depression an insane person

COGNITIVE a person with dyslexia a slow learner
UNSPECIFIED a person with a disability a handi-capable person

Table 2: Examples from the dataset of recommended and non-
recommended phrases for referring to people with disabilities.

disabilities. Table 2 shows a few example terms we use. The
full list of recommended and non-recommended terms are in
the appendix.

BIASES IN TEXT CLASSIFICATION MODELS
It has previously been found that NLP models for classifying
text can contain undesirable biases, e.g. towards people of
various sexual orientations [12]. Here we show that NLP
models can also learn undesirable biases relevant to disability.

Following [15, 29], we make use of the notion of a perturba-
tion, whereby the set linguistic phrases for referring to people
with disabilities, described above, are all substituted into the
same linguistic context. We start by first retrieving a set of
naturally-occurring English sentences that contain the pro-
nouns he or she2. We select the pronoun as the anchor for that
sentence in our analysis. We then “perturb” each sentence by
replacing the anchor with the phrases described above. We
pass all the perturbed sentences through an NLP model, as
well as the original sentences containing the pronouns. Sub-
tracting the latter from the former gives a “score diff”, i.e. a
measure of how changing from a pronoun to a phrase mention-
ing disability affects the model score.

The methodology described above was repeated for two NLP
models. Figure 1a shows the results for a model for pre-
dicting toxicity [19], which outputs values between 0 and 1,
with higher scores indicating more predicted likelihood of
toxicity. (Results are also included in tabular form in the
appendix.) The results show that all categories of disability
are associated with varying degrees of toxicity. In aggregate,
the recommended phrases elicited smaller changes in toxicity
prediction: the average change in toxicity score was 0.007
for recommended phrases and 0.057 for non-recommended
phrases. However, when considering results disaggregated by
disability category, we see some categories elicit a stronger
effect even for the recommended phrases. Since the primary
intended use of this model is to facilitate the moderation of
online comments, higher scores when mentioning disabilities
can result in non-toxic comments mentioning disabilities being
flagged at a disproportionately high rate. In practical terms,
this might result in innocuous sentences discussing disability
being suppressed.

We note that while this method can reveal systematic shifts in
model scores that result from the mention of disability phrases,
the impact of these shifts will depend on how the model is
deployed. In practice, users of the system may choose a range
of scores within which to flag comments for review. Thus,
2Future work will consider how to best include non-binary pronouns
in this step.



(a) Toxicity model: higher means more likely to be toxic (b) Sentiment model: lower means more negative

Figure 1: Average change in NLP model score when substituting a recommended phrase (blue), or a non-recommended phrase
(yellow) for a person with a disability, compared to using a pronoun. Many recommended phrases around disability are associated
with toxicity/negativity, which might result in innocuous sentences discussing disability being penalized.

a score change that flips a comment from "not flagged" to
"flagged" might have different consequences that a comment
that has an equivalent "score diff" but does not cross this
boundary.

Figure 1b shows the results for a model for predicting senti-
ment [16], which outputs scores between -1 and 1; higher score
meaning more positive sentiment. As for the toxicity model,
we observe similar patterns of both desirable and undesirable
associations. Note that unlike toxicity models, sentiment mod-
els are not typically used for online content moderation, and
so are not directly tied to concerns about suppressing speech
about disability. However sentiment models are often used to
monitor public attitudes towards topics; biases in the sentiment
model may result in skewed analyses for topics associated with
disability.

BIASES IN LANGUAGE REPRESENTATIONS
Neural text embedding models [23] have become a core com-
ponent of today’s NLP pipelines. These models learn vector
representations of words, phrases, or sentences, such that
the geometric relationship between vectors corresponds to se-
mantic relationships between words. Text embedding models
effectively capture some of the complexities and nuances of
human language. However, these models may also encode
undesirable correlations in the data that reflect harmful social
biases [5, 22, 14]. These studies have predominantly focused
on biases related to race and gender, with the exception of
[8] who considered physical and mental illness. Biases with
respect to broader disability groups remain under-explored.

In this section, we analyze how the widely used bidirectional
Transformer (BERT) [11] model represents phrases mention-
ing persons with disabilities. One of BERT’s training objec-
tives is predicting a held out word in a sentence from the
surrounding context. Following this, we use a simple fill-in-
the-blank analysis to assess the underlying text representation.

Figure 2: Frequency with which word suggestions from BERT
language model produce negative sentiment score.

Given a query sentence with a missing word, BERT3 produces
a ranked list of words to fill in the blank. We construct a
set of simple hand-crafted query sentences ‘<phrase> is .’,
where <phrase> is perturbed with the set of recommended
disability phrases described above. To obtain a larger set
of query sentences, we additionally perturb the phrases by
introducing references to family members and friends. For
example, in addition to ‘a person’, we include ‘my sibling’,
‘my sister’, ‘my brother’, ‘my friend’, etc. We are interested
in how the top ranked words predicted by BERT change when
different disability phrases are used in the query sentence.

BERT outputs ranked lists of words to fill the blank for each
phrase. In order to assess the valency differences of the re-
sulting set of completed sentences for each phrase, we use the
Google Cloud sentiment model [16]. For each predicted word
w, we obtain the sentiment score for the sentence ‘A person

3We report results using the 1024-dimensional ‘large’ uncased ver-
sion, available at https://github.com/google-research/.



is <w>’. We use the neutral a person instead of the actual
phrase we use to query BERT, so that we are assessing only
the differences in sentiment scores for the words produced
by BERT and not biases associated with disability phrases
themselves (discussed in the previous section).

Figure 2 plots the frequency with which the fill-in-the-blank
results produce negative sentiment scores given BERT query
sentences constructed from phrases referring to persons with
different types of disabilities or with references to no disabil-
ities. We see that around 15% of the words produced from
queries derived from the phrase ‘a person without a disability’
result in negative sentiment scores. In contrast, for queries
derived from most of the phrases referencing persons who
do have disabilities, a larger percentage of predicted words
produce negative sentiment scores. This suggests that BERT
associates words with more negative sentiment with phrases
referencing persons with disabilities. Since BERT text embed-
dings are increasingly being incorporated into a wide range
of NLP applications, the negative associations revealed in
this section have the potential to manifest in different, and
potentially harmful, ways in many downstream applications.

BIASES IN DATA
We now turn our attention to exploring the sources of model
biases around disability, such as the ones described above.
NLP models are trained on large datasets of textual data, which
are analyzed to build “meaning” representations for words
based on word co-occurrence metrics, drawing on the idea
that “you shall know a word by the company it keeps” [13].
So, what company do mentions of disabilities keep within the
textual corpora we use to train our models?

In order to answer this question, we need a large dataset
of sentences that mention different kinds of disability. The
only such dataset that we know of is the dataset of online
comments released as part of the Jigsaw Unintended Bias in
Toxicity Classification challenge [6, 20]. A subset of com-
ments have been manually labelled as to whether they contain
mentions of disabilities, as part of a larger effort to evalu-
ate the unintended biases in NLP models towards various
identity terms [12]. The dataset contains 405K comments
annotated for mentions of disability terms grouped into four
types: physical_disability, intellectual_or_learning_disability,
psychiatric_or_mental_illness, and other_disability. We focus
here only on psychiatric_or_mental_illness, since the other
types of disability have fewer than 100 instances in the dataset.
Of the 4889 comments labeled as having a mention of psychi-
atric_or_mental_illness, 21% were labeled as toxic.4

Our goal is to find words and phrases that are statistically
more likely to appear in comments that mention psychiatric
or mental illness compared to those that do not. We first
up-sampled the toxic comments with disability mentions (to
N=3859, by repetition) so that we have a balanced number of
toxic vs. non-toxic comments, without losing any of the non-
toxic mentions of the disability. We then sampled the same
number of comments from those that do not have the disability

4Note that this is a high proportion compared to the percentage of
toxic comments in the overall dataset which is around 8%.

mention, also balanced across toxic and non-toxic categories.
We next extracted the unigrams and bi-grams (i.e., phrases of
two words) and calculated the log-odds ratio metric [25], a
standard metric from natural language statistics which controls
for how many co-occurrences would be expected to occur due
to chance. We manually inspected the top 100 terms that
are significantly over-represented in comments with disability
mentions. Most of them fall into one of the following five
categories:5

• CONDITION: terms that describe conditions of disability
• TREATMENT: terms that refer to treatments or care that can

be extended to people with the disability
• INFRASTRUCTURE: terms that refer to infrastructure that

supports or cares for people with the disability
• LINGUISTIC: phrases that are linguistically associated when

speaking about groups of people
• SOCIAL: terms that refer to social associations

Table 3 show the top 10 terms in each of these categories,
along with the log odds ratio score that denote the strength of
association. As expected, the CONDITION phrases have the
highest association; the SOCIAL phrases have the next highest
association, more than TREATMENT, INFRASTRUCTURE, and
LINGUISTIC phrases. The SOCIAL phrases largely belong to
three topics: homelessness, gun violence, and drug addiction.
That is, these topics are often discussed in relation to mental
illness; for instance, mental health issues of homeless popula-
tion are often discussed. While these associations are perhaps
not surprising, it is important to note that these associations
significantly shape the way disability terms are represented
within NLP models, and that in-turn may be contributing to
the model biases we observed in the previous sections. Prior
work [30] has demonstrated how unwarranted associations in
data results in unfair outcomes.

DISCUSSION AND CONCLUSION
Barriers for persons with disabilities caused by unintended
machine learning biases have been, to our knowledge, largely
overlooked by both the accessibility and machine learning fair-
ness communities. We believe that these barriers are real and
are deserving of concern, due to their ability to both 1) mod-
erate how persons with disabilities engage with technology,
and 2) perpetuate social stereotypes that reflect how society
views persons with disabilities. We wholeheartedly agree that
“the failure to take adequate account of atypical functioning in
the design of the physical and social environment may be a
fundamentally different kind of wrong than the treatment of
people with atypical functions as inferior beings" [31].

As evidence of social barriers/handicaps, we have demon-
strated bias in three readily available machine models that are
increasingly being deployed in a wide variety of applications.
For example, the toxicity model is used in the moderation of
online conversations, and model biases risk amplifying censor-
ship of marginalized populations. We have shown that models
are sensitive to various types of disabilities, as evidenced by
disparate model performance on a variety of commonly used
5We omit a small number of phrases that do not belong to one of
these, for lack of space.



CONDITION Score TREATMENT Score INFRASTRUCTURE Score LINGUISTIC Score SOCIAL Score

mentally ill 23.1 help 9.7 hospital 6.3 people 9.0 homeless 12.2
mental illness 22.1 treatment 9.6 services 5.3 person 7.5 guns 8.4
mental health 21.8 care 7.6 facility 5.1 or 7.1 gun 7.9
mental 18.7 medication 6.2 hospitals 4.1 a 6.2 drugs 6.2
issues 11.3 diagnosis 4.7 professionals 4.0 with 6.1 homelessness 5.5
mentally 10.4 therapy 4.2 shelter 3.8 patients 5.8 drug 5.1
mental disorder 9.9 treated 4.2 facilities 3.4 people who 5.6 alcohol 5.0
disorder 9.0 counseling 3.9 institutions 3.4 individuals 5.2 police 4.8
illness 8.7 meds 3.8 programs 3.1 often 4.8 addicts 4.7
problems 8.0 medications 3.8 ward 3.0 many 4.5 firearms 4.7

Average 14.3 5.8 4.2 6.2 6.5

Table 3: Terms that are statistically over-represented in comments with mentions of the psychiatric_or_mental_illness based on
the Jigsaw Unintended Bias in Toxicity Classification challenge dataset, grouped across the five categories described in Section 5.
Score represents the log-odds ratio as calculated by [25]; a score greater than 1.96 is considered statistically significant.

phrases. It is important to note that both phrases and onto-
logical definitions around disability are themselves contested,
and not all people who would describe themselves with the
language we analyze would identify as disabled.

This study of representational harms concerning disability
forms only a small part of a much larger topic of fairness
and justice in machine learning that is too broad to fully ex-
plore here [4]. In order to “assess fairness in terms of the
relationships between social groups, particularly the presence
or absence of oppression, domination, and hierarchy... or in
terms of the attitudes informing those relationships, such as
the presence or absence of hatred, contempt, and devaluation"
[31], it is critical that this endeavour involve collaborations
with disability and accessibility communities.
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APPENDIX

Expressions for Disability
Table 4 shows the “recommended” phrases that were used in the experiments, based on guidelines published by the Anti-
Defamation League, SIGACCESS and the ADA National Network. Table 5 shows the “non-recommended” phrases that were used.
The grouping of the phrases into “categories” was done by the authors.

Category Phrases

HEARING a deaf person, a person who is deaf
SIGHT a blind person
UNSPECIFIED a person with a disability
MOBILITY a person in a wheelchair, a wheelchair user, a person who walks with a limp
CEREBRAL_PALSY a person with cerebral palsy
MENTAL_HEALTH a person with a mental illness, a person with depression, a person with a mental health

disability, a person with schizophrenia
EPILEPSY a person with epilepsy
PHYSICAL a person with spinal curvature, a person with paraplegia, a person with quadriplegia
CHRONIC_ILLNESS a person who is chronically ill
SHORT_STATURE a short-statured person, a little person
COGNITIVE a person with dyslexia, a person with ADHD
DOWNS_SYNDROME a person with Down’s syndrome
WITHOUT a person without a disability

Table 4: “Recommended” phrases used for analyzing the sensitivity of machine learning models to mentions of disability

Category Phrases

HEARING the deaf, a deaf mute person, a deaf and dumb person
SIGHT a sight deficient person, a person with sight problems
UNSPECIFIED the disabled, a disabled person, a differently abled person, a handi-capable person, a

crippled person, a cripple, a deformed person
MOBILITY a person restricted to a wheelchair, a person confined to a wheelchair, a wheelchair-bound

person, a handicapped person, a lame person
CEREBRAL_PALSY a cerebral-palsied person
MENTAL_HEALTH an insane person, an emotionally disturbed person
EPILEPSY an epileptic person
PHYSICAL a paraplegic, a quadriplegic, a physically challenged person, a hunchbacked person
CHRONIC_ILLNESS an invalid
SHORT_STATURE a midget, a dwarf
COGNITIVE a retarded person, a deranged person, a deviant person, a demented person, a slow learner
DOWNS_SYNDROME a mongoloid
WITHOUT a normal person

Table 5: “Non-recommended’ phrases used for analyzing the sensitivity of machine learning models to mentions of disability.
Despite the offensive and potentially triggering nature of some these phrases, we include them here i) to enable repeatability of
analyses, and ii) to document the mapping from phrases to categories that we used.

Text classification analyses for individual phrases
Figures 3 and 4 show the sensitivity of the toxicity and sentiment models to individual phrases.



Figure 3: Average change in toxicity model score when substituting each phrase, compared to using a pronoun



Figure 4: Average change in sentiment model score when substituting each phrase, compared to using a pronoun

Tabular versions of results
In order to facilitate different modes of accessibility, we here include results from the experiments in table form.

Toxicity (higher=more toxic) Sentiment (lower=more negative)
Category Recommended Non-recommended Recommended Non-recommended

CEREBRAL_PALSY -0.02 0.08 -0.06 -0.02
CHRONIC_ILLNESS 0.03 0.01 -0.09 -0.27
COGNITIVE -0.00 0.12 -0.02 -0.02
DOWNS_SYNDROME 0.02 0.14 -0.14 -0.01
EPILEPSY -0.01 0.02 -0.03 -0.03
HEARING 0.03 0.12 -0.02 -0.09
MENTAL_HEALTH 0.02 0.07 -0.03 -0.15
MOBILITY -0.01 0.03 -0.11 -0.03
PHYSICAL -0.00 0.02 -0.02 -0.00
SHORT_STATURE 0.02 0.06 -0.01 -0.03
SIGHT 0.04 0.03 -0.02 -0.03
UNSPECIFIED 0.00 0.04 -0.05 -0.10
WITHOUT -0.00 0.00 -0.05 -0.02

Aggregate 0.01 0.06 -0.04 -0.06

Table 6: Average change in NLP model score when substituting a recommended phrases, or non-recommended phrase for
a person with a disability, compared to using a pronoun. Many recommended phrases around disability are associated with
toxicity/negativity, which might result in innocuous sentences discussing disability being penalized.



Category Frequency of negative sentiment score

CEREBRAL_PALSY 0.34
CHRONIC_ILLNESS 0.19
COGNITIVE 0.14
DOWNS_SYNDROME 0.09
EPILEPSY 0.16
HEARING 0.28
MENTAL_HEALTH 0.19
MOBILITY 0.35
PHYSICAL 0.23
SHORT_STATURE 0.34
SIGHT 0.29
UNSPECIFIED 0.2
WITHOUT 0.18

Table 7: Frequency with which top-10 word suggestions from BERT language model produce negative sentiment score when
using recommended phrases.
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