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Abstract 

As modern, pre-trained ML models have proliferated in recent years , many re-
searchers and practitioners have made significant efforts to prevent AI systems 
from causing harm. This focus on safety is critical, but a singular focus on safety 
can come at the exclusion of considering other important stakeholder values and 
the interactions between those values in the AI systems we build. In this posi-
tion paper, we propose that the AI community should incorporate ideas from the 
Value-Sensitive Design framework [9, 11] from the Human-Computer Interaction 
community to ensure the needs and values of all stakeholders are reflected in the 
systems we build. We share observations and reflections from our experiences 
working on AI-supported accessibility technologies and with members of various 
disability communities to illustrate the tensions that sometimes arise between safety 
and other values. 

1 Introduction 

The foundation models of modern artificial intelligence [4] are pre-trained on vast amounts of 
information and consequently are generalizable to a wide range of tasks, resulting in AI systems 
that are more powerful than ever before. As the development of these systems has flourished, the 
opportunity for these systems to cause harm has grown [24], giving rise to significant concerns around 
the safety of AI models. As an example, the recently released text-to-image diffusion model Stable 
Diffusion has already been appropriated for generating harmful and pornographic content due to its 
wide release and lack of safety filters, resulting in concern from the research community and the 
public [6, 25]. 

Amid such incidents, significant effort within the research community has been devoted to developing 
methods to ensure the safety of AI systems [7]. Of note, the NeurIPS community proposed a code of 
ethics [1] that calls out safety of an AI system as an ethical concern and proposes an expansive view 
of safety, defining it as “protection from harm where this extends to include prospective negative 
impact on a person’s physical, emotional or psychological well-being.” 

In practice, it is challenging to design for safety given that concepts of safety and risk often vary 
across cultures and use contexts. For example, Bennett et al. [2] found that U.S.-based blind screen 
reader users from minoritized backgrounds did not want AI systems to attempt to perceive people’s 
gender in images due to the potential to misgender a person. However, in our current research, we 
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have found the opposite for blind women in India who want AI to identify perceived gender of 
bystanders when seeking assistance due to concerns of physical safety and cultural taboos around 
approaching male strangers. Further, safety systems can themselves cause harms, as was seen with the 
case of a father who was recently reported to the police by an automated safety system for possession 
of child pornography when he took photos of his son’s skin infection to send to his pediatrician [13]. 

These examples illustrate tensions between safety and competing concerns commonly encountered 
when designing AI systems. To explore these tensions, we draw on the Value-Sensitive Design (VSD) 
framework from the Human-Computer Interaction community [9, 11]. VSD provides a framework 
through which designers can identify the range of stakeholder values and needs for a specific system 
(i.e., values and needs of end users, developers, organizations, etc.). Rather than having designers 
decide what issues are most important to address, adopting a VSD approach allows us to bring 
different stakeholders impacted by these systems to the foreground and elicit their particular values; 
by doing so, we may avoid dehumanizing or abstracting away from particular groups. 

In this position paper, we explore some examples of values that can be in tension with safety when 
designing AI systems and discuss how design decisions with respect to these values can affect users. 
We draw these examples from our experiences as accessibility researchers, as we have found that 
individuals with disabilities often need to balance several values including safety, autonomy, and 
privacy when choosing to use specific technologies. We conclude with guiding questions to scaffold 
future research on promoting safety alongside other important values. 

2 Examples of Value Tensions 

Safety is a critical value embedded in the design of AI systems. However, there are many other 
stakeholder values that may be in tension with safety. Using accessibility as a case study in this 
section, we explore examples of where these tensions may arise and how they can impact stakeholders. 

2.1 Personal Expression 

In the field of augmentative and alternative communication (AAC) for people with mobility and 
speech impairments, recent work has explored the possibility of using AI models to autocomplete 
sentences for users who have difficulty communicating [5, 21]. However, as many AI models have 
filters that prevent them from generating text discussing specific topics, users of these systems could 
be prevented from discussing topics that the model creators deem inappropriate. Kane et al.’s [14] 
interview study with people with ALS who relied on AAC-mediated speech found that authenticity 
in self-expression was a top value for this demographic, to the degree that users would undertake 
additional work to communicate in-line with their expressive goals. Kane et al. [14] explored how 
communication barriers limited users’ ability to express themselves authentically and, in some cases, 
led to the users withdrawing from social interaction. In our current work with people with mobility 
impairments who use AAC devices, we have observed that safety filters on large language models 
(LLMs) designed to prevent the model from outputting offensive or harmful language directly limit 
the users’ ability to express themselves in situations where the LLMs filter out the text they are 
intending to write (e.g., restricting users’ ability to use curse words or to discuss “taboo” interests 
such as smoking). 

For communication mediated by AAC devices, it is critical that communication systems support the 
full breadth of human communication and not merely a limited “safe” subset of language (e.g., AAC 
devices must support the ability for users to have highly sensitive and unfiltered conversations with 
medical providers, to use intimate language with their romantic partners, etc.). Given that notions of 
what is considered offensive or harmful are dependent upon both culture and context, developers of 
AI models should be careful to examine how the tradeoff between safety and the ability of users to 
freely express themselves is embedded in the systems they develop; a value-sensitive design approach 
can help model developers reflect on this nuance as pertains to their target deployment context. 

2.2 Autonomy 

The integration of AI algorithms into the design of AAC devices is also a useful example for 
illustrating the tension between the values of safety and user autonomy. The degree to which a system 
can affect the autonomy of a user is a core consideration in HCI and design [10], and is particularly 
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salient in the context of users with disabilities. Fiannaca et al. [8] showed that the impact of an AAC 
feature’s design on the user’s autonomy when using the system to communicate was a core concern 
for users. Through this lens of user autonomy, the current design of LLM safety filters can be seen 
as restricting the autonomy of AAC users by putting limits on their ability to freely and accurately 
input utterances in the AAC device’s UI without an added technological burden. Another tension 
relating to autonomy that we have seen in our current work with AAC users is the desire to have final 
ownership (approval, veto, and/or edit power) over any communications generated in full or in part 
by a model; similar issues arose in Goodman et al’s [12] work on the use of LLMs to support writing 
by people with dyslexia, in which the system designers were careful to consider and measure the 
extent to which the automated writing scaffolds preserved user agency. 

People with disabilities are often willing to accept a higher level of risk given the tradeoff of 
abilities gained through the use of technology [3] (the risk in this example being a risk of offense 
to interlocutors), and deserve to be afforded the agency to make this risk-reward calculation for 
themselves. While AI developers and their organizations may prioritize safety as the paramount 
value embedded in the systems they are building, such a design decision may not be acceptable to 
users who are disempowered by the status quo. Tanis and Lewis [22] explored this issue and noted 
that when decisions around accepting the risk inherent in using AI are made by individuals other 
than the users themselves (e.g. designers, developers, etc.), those users are denied the dignity of 
making those decisions. From the context of accessibility, denying users the dignity of making these 
value decisions themselves may further the long history of infantilization of people with disabilities 
[15, 18]. Incorporating a consideration of this value tension when designing LLMs and other AI 
models could lead to developing more flexible safety-related filters that can be tuned up or down 
to match the needs of the particular use case. However, applying differing levels of safety filtering 
for different users or situations raises complex ethical questions, presenting us with an opportunity 
to critically examine the tradeoffs between safety-related risks and benefits in a manner dependent 
on the application scenario. In essence, such an approach would embrace the nuance in designing 
AI systems for different use cases rather than applying a one-size-fits-all lens to safety and risk 
mitigation. 

2.3 Privacy 

Privacy has become a growing concern for many users as AI technologies have become more 
ubiquitous. However, the social acceptability of potentially invasive AI technologies is highly 
dependent on the context in which they are used [17]. For example, Profita et al. [19] showed that 
observers of a person using a head-mounted camera (Google Glass) found the use of the camera more 
socially acceptable when the person using the camera was perceived to be blind (i.e., wearing dark 
glasses and carrying a white cane), raising questions around enforcing disclosure of one’s disability 
status as justification to use technology that may infringe on the privacy of other stakeholders, along 
with what such disclosure is expected to look like. 

In our previous discussion of autonomy, we used disability as an illustrative example that highlights 
a particular risk/reward curve of autonomy vs. safety, though it is important to note that many 
user groups will highly prize autonomy. Furthermore, in the context of privacy, requiring users to 
reveal sensitive demographic information (e.g., disability status) in order to access more permissive 
models would clearly be in conflict with privacy and raise myriad ethical concerns, in addition to 
being impractical [17, 19]. This highlights the importance of offering flexibility that can be set 
by an individual user, rather than gated on group membership (though the latter approach may be 
appropriate for simply-defined groups such as children under a certain age). 

Additionally, preferences around privacy and views of the acceptability of technology use may 
differ between users of the technology and indirect stakeholders whose privacy is impacted by that 
technology use. In the case described by Profita et al. [19], blind users were seeking scene descriptions 
of inaccessible infrastructure. Regarding people descriptions, which raise more salient privacy 
issues, Bennett et al. [2] reported some users’ concerns around the fairness of systems that made 
assumptions about minoritized people’s gender identity or race, though sighted people commonly 
make such assumptions about passersby (often unconsciously). An automated scene description tool 
for blind users potentially infringes on bystander privacy by codifying such demographic assumptions; 
however, the privacy protection is in tension with the end-user’s physical safety and awareness of their 
surroundings based on ample research that suggests there are contexts, like navigating in unfamiliar 
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areas, where blind people generally want more information about those in their vicinity [2, 19]. Given 
these complex tensions among the privacy value judgements of various stakeholders and between 
privacy, safety, and autonomy, a value-sensitive design approach would allow AI system developers 
to consider how the potentially conflicting stakeholder views of complex values are reflected in their 
system. 

3 A Value-Sensitive Design Approach to the Development of AI Models 

Given the existence of tensions between the value of safety and many other stakeholder values when 
developing systems that use AI, we propose that researchers and practitioners integrate aspects of the 
Value-Sensitive Design framework into their design processes. A key strength of Value-Sensitive 
Design is that it offers processes for discovering and resolving these value tensions, or disagreements 
among stakeholders’ value definitions and prioritizations. For example, the Value Dams and Flows 
method from VSD [16], maps value agreements into technical requirements and assesses the severity 
of different value tensions if a design favors a particular stakeholder’s perspective. In this way, 
different possibilities may be tested to develop models that honor disparate values (e.g., mitigating 
egregious safety concerns while supporting user autonomy for users with disabilities). Returning to 
our case study, applying a VSD lens during the design process may lead developers of an AI model 
to design safety systems that provide explicit controls for application developers to tune the degree of 
safety filtering to the specific use case of the application the model is integrated into. Given such 
controls, developers of an organization-sponsored chatbot publically available on the internet may 
tune the safety system to provide strong safety protections to prevent the chatbot from generating 
harmful content, whereas developers of AAC devices may relay control over the safety filters to the 
end user in support of their values of autonomy and free expression. 

Similar to its utility for researchers and developers of AI systems, VSD also may scaffold explainabil-
ity, so users may understand what values guided design decisions, and potentially make adaptations 
in-line with their own values. However, currently, explainability and accessibility research have rarely 
intersected, risking that explainability approaches themselves may be inaccessible and therefore not 
useful for people with disabilities to understand model limitations due to safety concerns. Also, 
because users with disabilities may be “outliers” in the system [17, 23], it is important that systems 
are able to explain their behavior even when that behavior has unexpected causes. We argue that 
explainability techniques are fundamental to the deployment of Value-Sensitive AI systems, since 
no AI will ever be perfect and no system designer can anticipate nor predetermine how to handle 
“unknown unknown” tensions that will arise among competing values, even when following a VSD 
approach. Explainable AI systems provide end-users with information that can empower them to 
bridge this “last mile” gap in VSD for AI. 

Finally, we note that while we have used accessibility as a case study to demonstrate the complexity 
of various stakeholder values that interact with and are often in tension with the value of safety when 
designing AI systems, we expect that similar value tensions and the issues they give rise to exist in 
many other use cases and across many other stakeholder communities. Furthermore, by examining 
these value tensions, we see how the current expansive definition of safety (e.g., [1]) lacks the nuance 
necessary to have honest design discussions about tradeoffs between safety and other important 
values. There may be room to do work on better understanding the relative importance of potential 
harms for different user groups and scenarios, similar to previous work done to classify types of harm 
in social media [20]. 

4 Conclusion 

In this paper, we introduced the Value-Sensitive Design framework from the Human-Computer 
Interaction community as a useful framework for considering how the various stakeholder values 
and needs of systems built with AI may interact and sometimes conflict. We described the current 
focus of the AI research community on the safety of AI models, and then drew upon examples from 
the accessibility literature to demonstrate stakeholder values that come into tension with the current 
focus on safety, including the values of personal expression, autonomy, and privacy. We proposed 
that the community of AI practitioners should integrate aspects of the VSD framework into their 
design process (and incorporate explainability techniques to supplement and support VSD) in order to 
ensure the systems we develop respect the values of the diverse set of stakeholders of these systems. 
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