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Abstract
Interrogating the Tensor Network Regression Model
by
[an P. Convy
Doctor of Philosophy in Chemistry
University of California, Berkeley

Professor K. Birgitta Whaley, Chair

There has been growing interest in using tensor networks as machine learning models, in-
spired by their successes in quantum many-body physics and tensor analysis. These models
operate by first mapping input data into an exponentially-large vector space, and then per-
forming linear regression on the resulting feature set. It is well-known that the expressive
power of a tensor network regression algorithm originates from its tensor-product featur-
ization, but it is unclear how the tensors in the network are able to convert such a high-
dimensional and unstructured intermediate into a useful output. We explore this question
by probing the properties of tensor network models on three fronts. First, we assess how the
performance of a tensor network classifier degrades when the the size and complexity of the
expanded feature space is reduced, and find that most of the space is not effectively utilized
by the model. Next, we characterize how the rank of a tensor network impacts the class of
regression functions that it can represent, demonstrating that even quadratic polynomials
can be impossible to fully realize in most cases. Finally, we use a novel neural network algo-
rithm to determine whether classical images possess correlation structures that mirror those
found in quantum wavefunctions, and find evidence of area law scaling in the MNIST and
Tiny Images datasets. Taken together, these results demonstrate how mathematical tools
from tensor analysis and quantum physics can be leveraged to gain deep insight into the
inner workings of tensor network machine learning models.
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Chapter 1

Introduction

Over the last decade, machine learning has seen an explosion in popularity and applica-
tion, driven largely by the increased availability of massive datasets and the development
of powerful graphics processing units (GPUs). The algorithm of choice for modern ML
has been the neural network, which is a biology-inspired architecture that can be easily
composed end-to-end to create various types of multilayered deep learning models [1][2].
Popular examples include the dense feed-forward neural network [3], the convolutional neu-
ral network [4][5], and the recurrent neural network [6]. While these techniques have shown
remarkable success, solving previously intractable problems in areas such as image classifi-
cation [7][8], speech recognition [9], and generative modeling [10] among many others, they
are hampered by poor interpretability and opaque operation [11]. We know that these mod-
els work, but how and why remains elusive. There is demand, therefore, for an alternative
machine learning framework that can solve sophisticated problems while also being more
amenable to mathematical analysis.

Far away from the field of machine learning!, research in quantum many-body physics
has also seen a boon from the increasing availability of powerful computers [15][16]. While
analytical solutions are often a physicist’s highest aspiration, there are a large number of
problems for which numerical experiments are the main avenue of study. This is especially
true in quantum physics due to the intractability of the many-body Schrodinger equation, and
the field has therefore amassed an impressive toolbox of computational techniques [17][18].
Many methods revolve around the selection of a so-called ansatz, which is effectively just a
guess for the mathematical form of the wavefunction that is chosen based on knowledge of the
underlying system. An effective ansatz must be flexible enough to capture the phenomena
of interest while also being restrictive enough to be simulated efficiently. As with machine
learning models, there is a desire for ansatze which are both powerful and interpretable, so
that scientific insights can be extracted from the numerical experiments.

An ansatz that fulfills both of these requirements, and that will serve as the object
of interest in this thesis, is the tensor network [19]. Tensors, which can be understood
as higher-dimensional generalizations of vectors and matrices, occur naturally in quantum
physics due to the tensor-product structure of the multi-body Hilbert space [20]. The key

1Or not-so-far-away in recent times, as methods from deep learning are increasingly being applied to
quantum physics problems [12][13] and vice versa [14].



feature of tensor metworks, however, is that they can represent extremely large tensors as
the contraction of a set of much smaller component tensors. This substitution is critical,
as the number of elements in a wavefunction tensor grows exponentially with the number
of components in the system, while the number of elements in a tensor network ansatz for
that same system grows only linearly. This improvement in scaling necessarily comes at a
representational cost, as the ansatz can only reproduce a small portion of the total Hilbert
space. That said, a major advantage of tensor networks is that their limitations and modes
of operation can be understood rigorously using techniques from tensor analysis, which opens
the door for mathematical insights that are much deeper than might be possible for, say, a
neural network.

Indeed, the potential benefits of using tensor networks for machine learning in place
of neural networks has become an active area of research in recent years. Early efforts
starting in 2016 concentrated on the matrix product state [21][22][23], which is one of the
most commonly-used tensor networks in quantum physics, but focus has since expanded to
a variety of other network types [24][25][26]. Underlying all of these algorithms is the same
basic objective: efficiently model the properties of an exponentially-large feature space.
Rather than representing multi-body wavefunctions, the tensor network ansatz is instead
used to represent a tensor of parameters which are optimized with respect to a specific
dataset and machine learning task. The number of elements in this higher-order tensor will
in general scale exponentially with the number of features. However, as in quantum physics,
we can use the tensor network ansatz to reduce this down to linear scaling.

Although tensor network machine learning is still in its early stages, there have already
been impressive results shown on many benchmark machine learning tasks, from image
classification [22] to generative modeling [27]. With the increasing interest in tensor network
methods, there is little doubt that many more domains will be explored. The purpose of
this thesis, however, is not to push on the frontiers of application, but instead to take a
step back and ask what is going on “under-the-hood” of these models, so to speak. One
of the most attractive aspects of tensor networks is their grounding in well-studied areas
of tensor mathematics, as well as the existing knowledge base that has been built around
them in the field of quantum physics. We seek to leverage this information in order to probe
the operation of tensor networks in a regression setting, with a specific interest in how the
models utilize their exponential feature space, and how the right kind of network can be
chosen for a given machine learning task.

The body of this thesis is separated into five chapters. In Chapter 2, we introduce the
background information on tensors, tensor networks, and regression that will be necessary to
understand the rest of the work. Our presentation here will only provide an overview of these
three areas, each of which are entire fields of study unto themselves. In Chapter 3, we dive
into the practical aspects of constructing an effective tensor network machine learning model,
with emphasis on different network architectures, optimization methods, and initialization
schemes. This chapter synthesizes knowledge drawn from the existing literature as well from
years of experience working with these models.

Chapters 4-6 represent our novel contributions to the field. In Chapter 4, we propose
a new method for contracting tensor networks called the interaction decomposition. This
decomposition breaks up the exponential feature space into subspaces based on the degree



of the corresponding feature-product regressors, which allows us to quantify how extensively
the model is utilizing the feature space. We also use the interaction decomposition as the
basis for a new kind of tensor network model that only performs regression on a portion
of the feature subspaces, and demonstrate that these constrained models achieve similar
performance to the full models.

In Chapter 5, we establish upper-bounds on the bond dimension necessary to represent
multilinear regression up to a given degree, and explore the implications of these bounds on
tensor network design. We find that even low-degree regression requires a bond dimension
that is impractically large when the coefficients are set arbitrarily, and that the size of a given
virtual index is driven almost entirely by feature-products that span the index. We also show
that embedding a lower-degree regression function inside a higher-degree function, as can be
done using the interaction decomposition, provides a modest decrease in the corresponding
bond dimension.

In Chapter 6, we review the entanglement scaling analysis that is used to design tensor
network ansatzes in quantum physics, and then adapt it for use on classical machine learning
data. In order to quantify the correlations in classical data, we develop a novel machine
learning algorithm that uses neural networks to estimate the mutual information between
sets of features. We show through numerical experiments that the MNIST and Tiny Images
datasets manifest an area-law pattern in their correlations, and discuss the significance of this
for tensor network machine learning models. Finally, in Chapter 7, we offer some concluding
remarks on our work and consider promising directions for future studies.

The content of this thesis focuses on my work with tensor network machine learning
models, and is drawn from the following published papers

e “Interaction decompositions for tensor network regression” [28] (Chapter 4)
e “Mutual information scaling for tensor network machine learning” [29] (Chapter 6)

as well as unpublished material on the tensor rank of multilinear regression models (Chap-
ter 5). In the interest of maintaining a focused and cohesive presentation, I have omitted
my work on Bayesian algorithms for quantum error correction, which is published in

e “Machine learning for continuous quantum error correction on superconducting
qubits” [30]

e “A logarithmic Bayesian approach to quantum error detection” [31].



Chapter 2

Tensor Network Regression

In this chapter, we provide background information on tensor network regression, which will
be key to understanding subsequent chapters. Sec. 2.1 provides an overview of tensors as
mathematical objects, with particular focus on tensor operations and tensor rank. Sec. 2.2
introduces the tensor network and its properties, along with a diagrammatic notation that
we will use to represent tensor operations throughout this work. Sec. 2.3 describes how
tensors can be used for supervised machine learning, and how the tensor network ansatz is
crucial to building an effective model.

2.1 Tensors

2.1.1 Perspectives and notation

Throughout this work, we will consider machine learning models that are constructed using
tensors [32]. We will generally view a tensor as simply a multidimensional array of real
numbers, which are referred to as the elements, such that each number is indexed by a non-
negative integer along every dimension. The order of a tensor is equal to the number of
dimensions that it has, or equivalently the number of integers needed to specify the position
of one of its elements. Under this construction, vectors and matrices are first-order and
second-order tensors respectively. We favor this array-based view of tensors because of the
emphasis that it places on the tensor elements, which will ultimately serve as the parameters
of our regression models.

From a more abstract perspective, a tensor can also be understood as an element of a
tensor product space [33], which is a composite space formed from the product of multiple
vector spaces. Operationally, the product structure of the underlying tensor space manifests
in the number and size of the indices, with each vector space being assigned its own index
of a size equal to the dimension of the space. This product-space view of tensors lends itself
to clearer interpretations of many tensor operations, and we will occasionally make use of it
when more theoretical properties are of interest.

One aspect of tensors which we do not consider here, but which is of great significance
in other fields such as physics, is their behavior under basis transformations. In physics,
tensors are often used to model mathematical relationships between vectors which have been
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assigned physical meaning outside of a particular coordinate representation. In this context,
an elementwise representation of a tensor is meaningful only in conjunction with a specified
basis set, which means that two tensors with the same elements can have different meanings
if their implied bases differ. From our perspective, however, two tensors with the same
elements are always viewed identically, with the understanding that the same orthonormal
basis is being used in all cases.

Throughout this work, we will denote tensors with order greater than one using uppercase
letters (A, B, C, ...), while vectors will be denoted using a lower case letter under an arrow
(d, g, C,...). Elements of a tensor are specified using subscripts, so that an element of the
third-order tensor A is given by A;;x, where 1, j, k are non-negative integers. When referring
to elements of a vector, the arrow symbol is dropped. We will index starting from one by
default, but some dimensions may be indexed from zero for convenience. When indexing
using numbers rather than letters, we will place commas between the subscripts for clarity,
e.g., Ay 137. Vector spaces will be denoted using double struck letters (generically as V), and
sets will be written using calligraphic letters (A, B, C, ...). To specify the ith member of a
set (be it a tensor, vector space, etc), we use a superscript with parentheses, e.g., A®,

2.1.2 Tensor operations

There are a wide variety of operations that can be defined between tensors, with most simply
being generalizations of the familiar matrix and vector operations found in linear algebra.
Arithmetic manipulations such as addition and scalar multiplications on tensors can be
performed elementwise in the same manner as is done with vectors. For the mth-order
tensor A, B, and C, we have

C = A + B _) C'Lll'm = Ail---im + Bil---inL (21)
C=adA — C’L'l.‘.im = aAil...im7 (22)

where a is any scalar (we consider only the field of real numbers in this work). These
operations do not alter the number or size of the indices, just as the sum two vectors always
yields another vector of the same dimension. Note that the addition of two tensors is only
meaningfully defined between tensors of the same shape, which means that they must have
the same order and have indices of matching size.

Two other important operations, which we will make use of repeatedly throughout this
work, are the tensor product and the tensor contraction. The tensor product C = A ® B
constructs a new tensor C from every pairwise product between elements of tensor A and
elements of tensor B. Each element of the resulting tensor C'is given by

where the m + n order of C' is the sum of the orders of A and B. The tensor product can be
understood as a higher-order generalization of the outer product from linear algebra, where
two vectors (order-1 tensors) are multiplied to generate a matrix (order-2 tensor). Note that
if A and B are elements of vector spaces V4 and Vg respectively, then C will be an element
of the tensor-product space V, ® Vp.



The tensor contraction between A and B is similar to the corresponding tensor product,
except that it generates a new tensor C' by taking elements of A ® B and summing them
along a set of specified dimensions. As an example, if A and B are both third order, then a
contraction between the second dimension of A and the third dimension of B is written as

Chrigjuis = Y Airkis Bvjok- (2.4)
k

Note that C' is fourth order rather than sixth order, since two of the dimensions of A ® B
were summed together. The dot product, matrix product, and matrix-vector product can
all be understood as contractions between tensors of specific orders.

The final class of operation that we will consider are reshaping operations, the most
notable of which are wvectorization and matricization. Generically, a reshaping operation
takes a tensor and rearranges its elements without changing their values, such that the order
of the tensor is altered. This is done by merging multiple indices from the tensor into a
single index or, conversely, splitting a single index into multiple indices. In vectorization, all
indices of a tensor are merged into a single index, and thus the elements are reshaped into a
vector (hence the name). In terms of vector spaces, the vectorization of tensor A € @, V®
can be understood as

Vec[A] =&, where daeV, |V|= H V@, (2.5)
i=1

The dimension |§~7| of the new, compound vector space is equal to the product of the di-
mensions of the merged indices, thus preserving the element number. The mapping between
values of the new index and values of the original indices is arbitrary, with a common
convention being lexicographic ordering based on the arrangement of the original indices.
Matricization is similar to vectorization, except that the tensor indices are first gathered into
two disjoint sets, with one group being merged into the row index and the other into the
column index. If we let R and C denote the sets of vector spaces corresponding to the row
indices and column indices respectively, then the matricization of tensor A € Q" , V@ ig

Mat[A] = A, where AeVg@Ve, [Ve|= [] VO, [Vel= ] V¥ (2.6)
V@OeRrR videc

Similar to vectorization, the dimensions of the row and column spaces are equal to the
product of the dimensions of the spaces in R and C respectively.

The utility of vectorization and matricization operations is that they repackage the ele-
ments of a tensor in a form that is amenable to analysis and manipulation using tools from
linear algebra. Procedures such as the singular-value decomposition can be easily applied
to matricized tensors using existing linear algebra software libraries, and interpreted using
standard principles from matrix analysis. Properties of the row and column spaces from a
matricized tensor can then be mapped back to the tensor product spaces that were associated
with the tensor prior to reshaping. When used together, vectorization and matriciziation
can be particularly effective at analyzing the contraction of two tensors, as one tensor can
be cast as a vector while the other is cast as the matrix which maps it to a new (vectorized)
tensor.



2.1.3 Tensor Rank

A key concept in tensor analysis is tensor rank, which can be understood as a generalization
of the matrix rank (although many properties are not preserved). A rank-one tensor, also
referred to as an elementary tensor, is a tensor that can be written as the tensor product
of order-one tensors (vectors). For example, a third-order elementary tensor D must be
writable as

D=a®b®é — Dy = abjcy, (2.7)

for some vectors a, l;, and ¢. All non-zero vectors have a rank of one trivially, while rank-one
matrices and higher-order tensors form sets of measure zero in their respective tensor spaces.
From this definition of an elementary tensor, a rank-r tensor is a tensor that can written
exactly as the sum of r elementary tensors. For example, if the tensor D is an mth-order
tensor of rank r, then it must be writable as

D=) iMgitde.  gvlm, (2.8)

=1

where ¥ /) is the jth vector component of the ith elementary tensor. This summation is
known as the rank decomposition of the tensor D. We can see that the definition of rank-one
tensors from Eq. (2.7) is consistent with Eq. (2.8), since r = 1 sets D equal to a single
elementary tensor.

The rank of a tensor provides a measure of its computational and representational com-
plexity. Among third-order tensors, for example, the rank sets the minimum number of
vector product operations needed to compute the non-commutative bilinear forms param-
eterized by a given tensor [34], which in turn sets limits on the asymptotic computational
costs associated with matrix multiplication [35]. In the context of numerical representation
and storage, the tensor rank places limits on how accurately the elements of a tensor can be
compressed into a smaller number of parameters.

While the tensor rank has the appealing attribute of being a direct generalization of the
matrix rank, it has number of practical drawbacks. The most significant issue is that there
does not exist any systematic algorithm that can solve for the rank of an arbitrary tensor.
Similarly, there does not exist any general method to find the best rank-k approximation for
a tensor of rank r > k, and for some tensors a best approximation may not even exist [36].
Furthermore, numerical methods for computing low-rank approximations can often be fail to
converge to the optimal solution, since the optimization problem is inherently non-convex.

2.2 Tensor Networks

2.2.1 The “curse of dimensionality”

The most significant obstacle to working with higher-order tensors is the so-called “curse of
dimmensionality” [37], where the size and complexity of a tensor-based task scales exponen-
tially with the order of the tensor. This scaling occurs because the number of elements in



a tensor is given by the product of each index dimension, so a tensor of order m and fixed
index dimension ¢ will have ™ elements. Any task which involves modeling interactions or
relationships among a large number of component spaces, such as the multibody systems in
quantum physics or high-dimensional partial differential equations [38], will suffer from this
curse.

In practice, we are afflicted with the curse of dimensionality whenever we attempt to
construct or manipulate an explicit representation of the elements in a higher-order tensor. If,
however, the elements are instead represented as functions of some smaller set of parameters,
then the curse can be avoided at the cost of working with a more constrained class of
tensors [39]. We have already seen an example of this in the rank decomposition from
Eq. (2.8), where a tensor of order m, rank r, and index dimension ¢ is represented using
r-m -t vector parameters. As long as the rank of the tensor does not scale exponentially
with the order, then r - m -t < ¢ for large m and the curse of dimmensionality is lifted.
Note that the rank of a typical (i.e. randomly sampled) tensor does scale exponentially with
the order [40], so we avoid exponential scaling at the cost of working with a set of tensors
that is usually measure zero in the tensor space. This is often a worthwhile trade off, as
many systems of practical interest can be accurately represented using low-rank tensors.

The construction of low-rank tensor representations is the primary purpose of tensor
networks, which have been leveraged in a variety of different fields as a solution to the curse
of dimensionality [41][42][43]. At its most fundamental level, a tensor network is simply a
collection of tensors, which we call component tensors, along with a set of instructions that
describes how to contract those tensors into a new output tensor. The output tensor can in
principle be of any size, but the utility of tensor networks comes from their ability to build
higher-order tensors out of lower-order components. If the number of components in the
network is proportional to the order of the output tensor!, which is typical, the component
tensors will collectively contain exponentially fewer elements than the output tensor.

As an introductory example, we can consider a very simple tensor network, consisting of
only two component tensors A and B, which is contracted together to generate the output
tensor C:

t
Ci1i1i3j1j3j4 = Z Ai1i2i3/€Bj1kj3j4' (29)
k=1
An expression this simple would almost never be referred to as a “tensor network” in prac-
tice, but we can see that it does fullfill both of the previously stated requirements: it has
a collection of (lower-order) component tensors {A, B}, and it instructs us to contract the
fourth index of A with the third index of B to construct a sixth-order tensor C'. Assuming
that each index in Eq. (2.9) is of size t > 2, it is clear that tensor C' has significantly more
elements (t%) than are contained in A and B combined (2t*). As the number of compo-
nent tensors and the order of the output tensor increases, the disparity between component
elements and output elements becomes far more dramatic.

1Strictly speaking we would only need the scaling to be sub-exponential, but virtually all tensor networks
used in practice have a number of components that is directly proportional to the order of the output



2.2.2 Tensor network notation

Before considering more complicated networks, it is helpful to introduce a type of index-free
tensor notation that can be used to easily represent contractions involving many tensors.
In this new notation, which is often called Penrose notation or simply referred to as tensor
diagrams, each tensor is denoted using a geometric shape, while each index is represented by
a line or leg protruding outward from the shape. A tensor product is implied by placing two
tensors next to one another, and a contraction is indicated by having those tensors share
one or more legs. A significant advantage of this approach is that there is no need to keep
track of so-called “dummy” or wirtual indices, such as k in Eq. (2.9), which serve only to
coordinate the different contractions. We typically do not label the uncontracted or physical
indices of the output tensor either, since whatever meaning they have is usually clear from
the surrounding context.

To practice using this new notation, we can see how familiar tensors and tensor operations
from linear algebra are written using both explicit summations and tensor diagrams:

Vector: 7 = | v — Matrix: A — — A —

Dot product: Zviwi = v —w Matrix product: ZAiijk - " A—/ B —
i J

Notice that the order of the output tensor can be determined by simply looking at the
number of unpaired legs in the diagram: zero for the scalar-valued dot product and two for
the matrix-valued matrix product.

The utility of tensor diagram notation for depicting tensor networks can seen clearly in
Figure 2.1, which shows a network with five component tensors. Even with a relatively simple
contraction pattern, the explicit index notation is highly obtuse, requiring that we laboriously
trace through and remember all nine index labels, including those of the four virtual indices.
The diagram, by contrast, reveals the contraction pattern immediately by tapping into our
natural ability to parse spatial arrangements. We will utilize tensor diagrams, along with
some explicit index expressions, throughout the remainder of this work to help illustrate the
relevant tensor operations.

2.2.3 Tensor network contractions

Our discussion of tensor networks so far has centered on their ability to represent the elements
of a higher-order tensor using a much smaller number of component tensor elements. But it
is worth considering further what it means to “represent” the elements of a tensor. If nothing
else, accurate representation should necessarily mean that we can contract the component
tensors of the network and retrieve precisely the elements that we would expect in the output
tensor. For small output tensors we could indeed carry out this operation in practice, but for
large, higher-order tensors—fully afflicted with the curse of dimensionality—a full contraction
of the network can only ever be imagined theoretically.
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Figure 2.1: Tensor network representing fifth-order tensor H, depicted using an explicit
summation (top) and a tensor diagram (bottom). The network is generated by four different
contractions, each of which is indicated in the diagram by a shared leg. While it is possible
to discern the contraction pattern of the component tensors by studying the index notation,
the diagram makes it obvious at a glance.

So what then is the computational utility of a tensor network? The answer lies in con-
sidering contraction operations between the higher-order tensor and one or more low-order
tensors. To give a concrete example that will come up repeatedly throughout this work,
consider the contraction between an mth-order tensor W and a set of m vectors {7 #}7 !

each of dimension ¢:
.
E M...imxﬂ)xg) g™ (2.10)

— .
I I A I O I

m

11 5eeesim=1

For small m and modest ¢ this calculation is manageable, but as the order of W increases
the curse of dimensionality sets in and we will rapidly exhaust our computational resources.
Even if we had some algorithm for generating each element W, ,; on the fly, there would
still be ¢ terms in the sum that would need to be evaluated. Without further information
about the structure of W, we cannot make any progress in evaluating Eq. (2.10).

However, let us now say that W can be represented exactly by a tensor network with a
reasonable number of component tensor elements. To be more concrete, we will suppose that
W can be represented by the contraction of a sequence of matrices and third-order tensors
according to the following tensor diagram:

999

The total number of elements across all component tensors scales as O(mtr?), where r is the
size of the virtual indices. These kind of linear tensor networks are called matrix product
states (MPS) or tensor train decompositions, and we discuss them further in Sec. 3.1.2. For
now, the important thing to notice is that each of the physical indices on W is has been
localized to a single low-rank tensor. If we were to first attempt a complete contraction
of the network components to recover W, we would run into precisely the same curse of
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dimensionality that stopped us before. Alternatively, we could first contract each # ) with
its corresponding component tensor, which would generate a new network consisting of
matrices and vectors that could be easily contracted. We can illustrate this procedure using

tensor diagrams:
%}%}?* 09  0-0. (2.12)

where the red legs are contracted in each step, the darker shapes indicate tensors generated
from the contractions in the previous step (which we refer to as intermediate tensors), and
the circle at the end with no legs represents the scalar output.

The key takeaway from Eq. (2.12) is that we were able to preform a previously intractable
calculation involving a higher-order tensor by utilizing its tensor network representation. The
reason for this success is that the component tensors of the MPS were localized to individual
indices, which allowed us to contract all of the vectors individually with their corresponding
component tensors before contracting the remainder of the network. This prevented the
order of the intermediate tensors from growing too large, which is recurring theme when
finding effective contraction strategies for tensor network operations.

2.2.4 Bond dimension and multiplex rank

When representing a higher-order tensor using a tensor network, there are certain constraints
that need to be considered. The most obvious of these is that the number and size of the
physical indices in a tensor network must match the number and size of the indices in the
represented tensor. Beyond this, there is also a set of more subtle constraints that are
imposed on the size of the virtual indices, which is often referred to as the bond dimension
from the use of tensor networks in quantum physics. In Sec. 2.2.3 we made passing reference
to the bond dimension r of the MPS when describing the number of elements in the network,
and it plays a similar role in other networks by determining the number of elements in the
component tensors.

Since a larger bond dimension implies a larger and thus more computationally-intensive
tensor network, it is natural to look for the smallest possible bond dimension that still allows
for an exact representation of a given tensor. This bound is given by the mulitplex rank of
the tensor [44], which is related to but distinct from the tensor rank discussed in Sec. 2.1.3.
The multiplex rank is based on the matricization operation introduced in Sec. 2.1.2, and is
defined to be the rank of the matrix generated by matricizing a tensor with respect to a
specified bipartition of the indices. The number of distinct multiplex ranks for an mth order
tensor is given by ZZLZI/ 2l (TZ”), which is the number of possible bipartition schemes for the
m indices.

The multiplex rank establishes a lower bound on the size of the virtual indices in a tensor
network via its relationship with the singular value decomposition (SVD) [45]. In an SVD,
an ¢ x w matrix M is decomposed into the product of an ¢ x ¢ unitary matrix U, a w X w
unitary matrix V', and an ¢ x w diagonal matrix ¥ with non-negative elements:

Mij = Z UiqulVlj, dlag(Z) = [0'1, g9, ..., O-min(ﬁ,w)]y (213)

q,l
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where o; is the ith singular value of M. A key property of the SVD is that the number of
non-zero singular values is equal to the rank r of the matrix, which can be seen by rewriting
Eq. (2.13) as

Mi; = UgSaVij — My=Y oUpnVej = M=) o,i™ai™, (2.14)
n=1 n=1

q,l

where the final expression matches the form of the rank decomposition from Eq. (2.8) with
@ ™ as the nth column of U and ¢ ™ as the nth row of V.

To make the connection between tensor networks and SVDs, we can consider as an
example the fourth-order tensor A being represented by an MPS of bond dimension k:

- 000, (2.15)
1 2 3 4 1 2 3 4

where the physical indices have been labeled for clarity. If we partition the indices into
two disjoint sets {1,2} and {3,4} and then contract together components within the two
partitions, we will have

%Q_Q_Q_Q_}‘|L|‘_‘|R| ’ (2.16)
1 2 3 4 1 2 3 4 1 2 3 4

where there is now a pair of tensors L and R corresponding to the two partitions, and a
virtual index connecting them together. If we then matricize A by merging indices 1, 2 into
the row index and indices 2, 3 into the column index, and similarly matricize L and R, we
get

1+2—~ A —3+4 — 1+2— [ H R —3+4 , (2.17)

where A, L, and R are the matricized versions of A, L, and R respectively. The matrix
product in Eq. (2.17) can be written out using explicit index summations in a form very
similar to the SVD expression from Eq. (2.14):

k k
A= LBy — A=) 1Mar®, (2.18)
n=1 n=1

where [ ™ is the nth column of L and 7 ™ is the nth row of R. Since the matrix rank r of A
is the smallest number of elementary tensors that can be added together to generate A, we
know that & > r must hold for the MPS from Eq. (2.15) to exactly represent A. The matrix
rank of A is just the multiplex rank of A with respect to the {1,2} and {3,4} partition of
the physical indices, so therefore the multiplex rank lower bounds the bond dimension of the
virtual index.

While the steps that we worked through in Eqs. (2.15 - 2.18) were built around a specific
example, the broader concept is the same across all tensor networks. For a given partitioning
of the physical indices, we can always identify component tensors that either themselves
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contain physical indices from a single partition or are connected to such components?. By
contracting these tensors together, we can generate the L and R tensors from Eq. (2.16), and
then matricize them with respect to the physical and virtual indices as we did in Eq. (2.17).
For a generic network and index partitioning, we can expect to merge multiple virtual indices
into the column index of L and row index of R, in which case the multiplex rank bound
applies collectively to the product of their bond dimensions. Bounds for different sets of
virtual indices can be generated by simply varying the choice of physical index partitions.

2.2.5 Approximate representations

The discussion of multiplex rank and bond dimension bounds in Sec. 2.2.4 is of significant
theoretical value, and we will make use of it extensively in Chapter 5, but in practice we are
generally not interested in exact tensor network representations. For a typical tensor, the
multiplex rank grows exponentially with the order, so exact representations are computa-
tionally intractable and largely defeat the purpose of using tensor networks in the first place.
Instead, our approach will be to approximate some tensor of interest using a reasonably-sized
network, with the goal of capturing its relevant properties. This is usually done by fixing the
form of the network in advance, and then choosing its components based on some measure
of similarity with the target tensor.

A common method for constructing tensor network approximations is the truncated SVD,
which involves computing the SVD for a matricizied tensor as in Eq. (2.13), but then setting
some of the singular values to zero. This leads to a truncation in the rank decomposition of
the matrix, and therefore to a decrease in the multiplex rank of the resulting tensor. The
number of discarded singular values is often chosen such that only the k largest are preserved,
where k is the desired bond dimension of the tensor network. The tensor generated via this
truncation procedure is the best approximation (with respect to the £2 norm) of the original
tensor among all tensors with a multiplex rank of k. The truncated SVD has been used to
generate tensor networks used in compression [46][47] and quantum physics [48], and has the
advantage of provable error bounds for many network types [49][50].

Another approach, which we will utilize in this thesis, is to optimize the elements of
the network via gradient descent to minimize a chosen cost function. This cost function
could simply be the norm of the difference between the output tensor of the network and a
target tensor, but more often it is tied directly to the solution of some task. In this latter
case, the tensor we are trying to represent is defined only implicitly as the minimizer of the
cost function, with our objective being to find the best low-rank approximation that can be
generated by our network. There are many different gradient-based methods that can be
used for optimization, and we survey three of them in Sec. 3.2.

2Tt is possible that a single component may have physical indices from both partitions. In that case, the
partitions should be modified so that all of those indices are in the same set, as otherwise a bound cannot
be determined using this method.
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2.3 Tensor Regression

2.3.1 Image classification and supervised machine learning

The machine learning task that will be considered throughout this thesis is image classifi-
cation, in which we seek a model that can correctly categorize the content of pixel-valued
images. We focus specifically on the classification of black and white images, which means
that each image is taken to be a matrix of positive numbers in the range [0, 1], with each
element representing a grayscale pixel that lies somewhere between pure black (value 0) and
pure white (value 1).

From a mathematical perspective, the image classification task can be distilled down
into a regression problem. In regression, the goal is to learn (or estimate) the relationship
between a set of m independent variables {x;}, called features and a set of n dependent
variables {y;}7 , called labels. For image classification, the features are the pixel values
and the labels are the conditional probabilities of each category. We denote a joint sample
of these m + n variables as (%, ), where £ € R™ is a vector containing the values of the
features and i € R" is a vector containing the values of the labels. In the case of parametric
regression, the relationship between & and 7 is modeled by a function f such that

—

v~ f(&W), (2.19)

where W is a set of parameters which determines the behavior of the function. We do not
expect the relationship in Eq. (2.19) to be exact for any intuitive function f, except when the
data is generated artificially. Indeed, an exact reconstruction will generally be undesirable
for real-world data, since the labels often contain noise that should not be directly copied
into the model.

To find an effective set of parameters VW, we perform optimization under the supervised
learning paradigm [51]. In supervised learning, the model is presented with a set of training
data that consists of 7 samples {(Z @ 5 )}7_  where the labels ) have been associated
with the features Z () through an accurate but often resource-intensive process. During opti-
mization, each feature vector is fed into the model, generating a prediction ¥ = f (# @D W)
for the associated label vector. The similarity of the prediction §® to ground-truth ¢ @ is
evaluated using a loss function, and then the parameters WV are altered via an optimiza-
tion algorithm so that the value of §* more closely matches that of ¥ ). Generally this
optimization procedure is performed multiple times across the entire training set, in steps
known as epochs. We discuss a specific loss function and set of optimization algorithms for
tensor-based machine learning models in Sec. 3.2.

Once a regression model has been trained, the performance of the optimized parameters
can be evaluated using a set of test data, which consists of labeled samples that were not
used during the training of the model. It is common for the average loss value of the test
data to be significantly worse than the loss value for the training data, a phenomenon known
as overfitting. The degree of overfitting is tied to both the size n of the training set and
the number of parameters JV in the model, with smaller n and larger W leading to worse
overfitting. Overfitting can be mitigated to some extent by placing regularization conditions
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Figure 2.2: Left: The handwritten digit “5” taken from MNIST. Center: An ankle boot
image taken from Fashion MNIST. Right: Low-resolution image taken from the Tiny Images
dataset, after having been cropped and converted to grayscale. The axes give the height and
width of each image in pixels.

on the parameters—which reduce the effective degrees of freedom of the model—but it is
difficult to eliminate without an incredibly large training set or a very simple model.

Throughout this thesis we train and evaluate our models on the MNIST [52], Fashion
MNIST [53], and Tiny Images datasets [54], which are well-known benchmarks in the field
of computer vision. MNIST contains seventy-thousand 28 x 28 images of handwritten digits
0 - 9, and is one of the most well-studied image datasets. Fashion MNIST was designed
to be a more challenging replacement for MNIST, and therefore also has seventy-thousand
28 x 28 images but with ten different articles of clothing instead of digits. The Tiny Images
dataset® contains 80 million 32 x 32 images scraped from a wide variety of web sources, and
has the most complex images of the three datasets. Example images from the three datasets
are given in Figure 2.2.

2.3.2 Tensor models

Tensor network regression, which is our ultimate aim, can be understood as a specific form
of tensor regression [55]. In tensor regression, the function f of Eq. (2.19) is expressed as
the contraction of a data tensor X (&), which is a function of the features in a given sample,
and a weight tensor W whose elements make up the set of parameters . The data tensor
can, in principle, take on any form, but it is usually constructed from the tensor product of

3This dataset was withdrawn by its creators in June of 2020 due to concerns about prejudicial biases in
the images. We have no reason to believe that those issues are relevant to our specific use of it here.
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a set of m vector-valued functions {E(i)}ﬁl that each take as input a single feature:

é)ﬁ @) > b d oy (2.20)

where x; is the ith element of  and thus the ith feature out of m. Note that the sequence of
tensor products in Eq. (2.20) is similar to a tensor network, insofar as it expresses a higher-
order tensor X using a set of order-one components which collectively contain exponentially
fewer elements. The regression output f (Z; W) is computed by contracting the weight tensor

W with X:

Y
I I I I

Z Whir.oiim Xir i () —

ilv-"»im

(2.21)

where W contains an additional dimension k£ that indexes the output vector of the model.
This form of regression is quite distinct from the standard deep learning paradigm, in that the
transformation of the data is effectively set in advance here via the data tensor featurization
X (Z). All that is then left to optimize are the coefficients Wy, ; that should be assigned
to each of the new regressors. The same delineation cannot in general be made for deep
learning models, since they are formed from a composition of non-linear functions that has
no clear relation to any series expansion.

The precise role that the original features {ZBZ}m . blay in Eq. (2.21) depends on the form
of X and therefore on the set of functions {h )Ym that were chosen. Conventional wisdom
regarding this choice can be traced back to the parallel works of Stoudenmire and Schwab [22]
and Novikov et al. [21], who each proposed a different transformation scheme. The method
from [22] was inspired by techniques in quantum many-body physics, and mapped each
feature z € [0, 1] into the L2-normalized vector [cos(5x), sin(5x)]. The approach in [21], by
contrast, was motivated by a desire to characterize interactions within categorical (discrete)
data, and therefore had each feature mapped to the vector [1, z]. The advantage of this latter
mapping is that every element of the transformed feature space is a product of some subset
of the original features, which makes the resulting regression output easier to interpret.

For our work here, we follow Novikov et al. and use functions of the form

A9 (x;) = [1] : (2.22)

X

which have been used in other implementations of tensor network regression [56][57][58].

When Eq. (2.22) is used to construct X, the regression function f(Z;W) from Eq. (2.21)
becomes

i1 12 7
g Wiy i X1 T8 -, (2.23)
i1y =0

where indices iy, ...,4,, are zero-indexed and 0° = 1 is assumed. Eq. (2.23) shows that
tensor regression, when using the definition of h¥(z;) from Eq. (2.22), is equivalent to linear
regression on all possible products formed between the original features, plus a bias term
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when all of the indices are zero. These feature products are referred to as interactions, with
the degree of an interaction defined to be the number of features that are multiplied together
(e.g. interactions of degree three take the form z;x;x, with i # j # k). Regression on the
elements of X can generate functions f which have non-zero mixed derivatives with respect
to the original features. For example,

@2 . 1 o i
0210, F@BW) = Y Wit in @7l a (2.24)
13,0005t =0

These non-zero derivatives make f significantly more expressive than functions generated by
linear regression directly on the original features in #, for which all mixed derivatives must
vanish.

2.3.3 The tensor network ansatz

The most immediate challenge to implementing a tensor-based regression model is, as always,
the curse of dimensionality. Inspection of Eq. (2.23) reveals that there are 2™ parameters in
W, which is exponential in the number of features. Given that our benchmark image datasets
contain 784 features, this method of parameterization is simply a non-starter. However, as
discussed in Sec. 2.2, we can avoid the exponential scaling of W by representing its elements
implicity via a tensor network. We refer to this as the tensor network ansatz, and it will allow
us to construct machine learning models that follow the same tensor regression formalism
introduced in Sec. 2.3.2 while using a more realistic amount of computational resources.

Under a tensor network ansatz, the parameters W of the regression function f shift
from being elements of the weight tensor W to instead being elements of the component
tensors in the network. This does indeed have the benefit of dramatically reducing the cost
of contraction, but it comes with a significant loss of element-wise interpretability. As an
example, if an MPS is used to represent W for data with four features, then the output
vector f has the form

1 T
>, o 11,12 .93 .04
fk (:C7 W) - E E : Ai1j1 AjliszAj2kj3Aj3i3j4Aj4i4x1 TyTg Ty — s

i1y082=0 j1rrrja=1

(2.25)
where we have simply taken Eq. (2.23) for m = 4 and replaced W with an explicit index
expression for the MPS. Note that each feature-product coefficient is now a function of
multiple parameters from the tensor network model, as opposed to just a single element of
W. This parameterization structure has a significant impact on model optimization, which
we discuss in Sec. 3.2, and also serves as a motivation for the interaction decomposition that
we explore in Chapter 4.

Thus far, we have argued that the tensor network ansatz is necessary for tensor regression
due to the fact that we cannot explicitly represent or manipulate the exponentially large
weight tensor W. While this is certainly true, such an argument can leave the mistaken
impression that we would voluntarily choose to work with W if only we had a computer

17



big enough to hold its elements. Under this view, the tensor network ansatz is a kind of
necessary evil that we are forced to make do with given our computational constraints, and
we could hope that perhaps some future advancement in technology will allow us to do away
with it as a representional crutch.

In reality, however, the tensor network ansatz also plays a critical role in the general-
1zeability of the tensor regression model. Generalization in machine learning describes the
ability of a model to make accurate predictions for data that it was not trained on. This is
precisely what the test dataset is designed to evaluate, and it is of critical importance for any
task where one expects to see novel data samples. To illustrate how a model built directly on
W can be very poor at generalization, we will consider the task of classifying images which
have pixels that take on binary values, i.e., x; € {0,1}. For grayscale images, this translates
into each pixel being either pure white or pure black, which is fairly close to how images
appear in the MNIST dataset (see Figure 2.2). If we were to use the [cos(§x), sin(Fz)]
featurization from Stoudenmire and Schwab [22], then Eq. (2.20) would become

X(7) :TTH [1 _“"} L g, X(0)= H ® H ®..® H , (2.26)

where 0 would represent a completely black image. Note that X (&) always maps the binary
feature vector ¥ to a standard basis vector, which means that the contraction of W with
X (Z) simply pulls out the element of W corresponding to the binary string encoded in 7.
The regression function is therefore given by

1

15eeyim =0

From Eq. (2.27), we can begin to see the problem: the output for each image is determined
by only a single parameter, and that parameter is different for each distinct image. During
training, parameters will only be optimized if they play a role in determining the output for
samples in the training data, so any parameter associated with images outside of the training
set will not be optimized at all. This eliminates any capacity for generalization, and thus
renders the model ineffective at anything other than memorization.

By contrast, Eq. (2.25) shows that each element of W is associated with a large number
of parameters in the MPS model, and, conversely, that each model parameter appears in the
representation of many different elements of W. This means that optimizing the model with
respect to one binary image will update a significant fraction (exactly half in this case) of the
network parameters, and implies that the prediction for a test-set image will be generated
using parameters that also played a role in generating predictions for the training-set images.
Through this sharing of parameters, tensor network models are able to easily learn on binary
images or on any other near-orthogonal dataset.
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Chapter 3

Building a Tensor Network
Regression Model

In this chapter, we discuss different practical considerations that go into constructing a
tensor network regression model. Sec. 3.1 surveys the properties of four different tensor
network architectures, starting with the popular MPS model and then moving on to tree
tensor networks, projected entangled pair states, and the newly-proposed spanning tree
networks. Sec. 3.2 describes the how tensor network models can be trained using Riemannian
optimization, DMRG-style sweeps, and stochastic gradient descent, all of which have been
employed in the existing literature. In Sec. 3.3, we provide some novel discussion about the
challenges of initializing component elements in a tensor network, and outline methods for
initialization that we have used successfully.

3.1 Network Architecture

3.1.1 General considerations

When constructing a tensor network regression model, the most immediate question is what
type of network design to use for the representation of W. Our discussion of the tensor
network ansatz in Sec. 2.3.3 was deliberately vague on this point, but here we seek to pro-
vide more practical guidance on the advantages and disadvantages of different architectures.
There exist many axes upon which we can compare different tensor networks, but we will
focus primarily on the number of model parameters, the ease of contraction, and the pattern
of connectivity between component tensors.

An analysis of model parameters is the most straightforward method of comparing differ-
ent tensor network models, as we can simply count the number of elements in the component
tensors. As a general rule, machine learning models with more parameters can learn more
sophisticated mappings between features and labels, but are also more susceptible to over-
fitting on smaller datasets. Note that this is more of a useful heuristic than a mathematical
law, as the precise relationship between parameter number and model degrees of freedom
can be complicated [59]. In a tensor network regression model, the number of parameters
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scales linearly with number of component tensors and polynomially with the bond dimen-
sion. Since the number of components is intimately tied to the overall architecture of the
network, this leaves the bond dimension as the main hyperparameter! that can be used to
tune the representational capacity of the model.

The next comparison point that we will consider is how easily the tensor network can
be contracted to generate a prediction. Unlike the number of parameters, this property
of a tensor network model is less about the model’s representational capabilities and more
about the feasibility and efficiency of actually running it on a computer. The two largest
factors in determining the computational burden of a tensor network are the size of the
intermediate tensors generated during a contraction and the degree to which the contractions
can be parallelized. With respect to the intermediate tensors, the key requirement is that
their orders must not scale with the order of W (i.e. with the number of features). This
can be most easily enforced by ensuring that the network is acyclic, which allows us to
start at the lowest-order tensor components and then contract up through the network tree.
The contractions in a model can be easily parallelized if the underlying network is highly
symmetric, since this allows for straightforward batched calculations using standard linear
algebra software libraries.

Our final axis of comparison is the pattern of connectivity between component tensors
in the network, and it is the most challenging to draw conclusions from. By “pattern of
connectivity”, we mean the number of connections that exist between sets of component
tensors. This is closely connected to our discussion of multiplex rank in Sec. 2.2.4, where the
rank of the output tensor placed constraints on the bond dimension of the tensor network.
In the field of quantum many-body physics, where tensor networks are used extensively,
patterns of connectivity are frequently understood in terms of entanglement scaling [60],
which relates properties of the network to known properties of the physical system that it
is trying to represent. A challenge that we face when using tensor networks for regression
is that the desired rank properties of W are highly task-dependent and generally not known
to us. In Chapters 5 and 6 we describe different methods of probing the rank structure of
W, using feature interactions and correlation scaling respectively.

In the following subsections we introduce several well-known tensor network models, and
evaluate their use for tensor regression based on three factors that we have outlined above.
A diagram showing all of the models and a summary of their properties is given in Table 3.1.

3.1.2 Matrix product states and tensor rings

One of the most popular and well-studied tensor networks is the matriz product state (MPS),
which we have already introduced obliquely for illustrative purposes in Chapter 2. This
network type is characterized by its linear arrangement of component tensors, with third-
order tensors occupying the inner positions of the line and second-order tensors placed at
each end. The component tensors are connected together by virtual indices that contract
neighboring components. The number of components in an MPS is equal to the order of the

LA hyperparameter is a parameter that is not directly optimized during training but instead set before-
hand.
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Name Architecture Parameters Contraction
Matrix product 2dr + nr?
state + (m - 2)dr? Efficient
(MPS)
T - H
ree tensor m 3 m. 2
network | (2 -2)r “; 2rd Efficient
(TTN) | | — | | | | | +tnr
entaned pai OO0 - 2q - 2’
gled p +2(p +q-2)dr? Inefficient
state W + 3dr? + ndr?
(PEPS)
Spanning tree Varies with
network tree pattern Efficient
(STN)

Table 3.1: This table shows the four different network types that we consider in this section,
along with a summary of their relevant properties. In the parameter column, r is the bond
dimension, m is the number of features (which is eight for each of the diagrams), p and ¢ are
the height and width of the feature grid, d is the dimension of the featurization functions,
and n is the dimension of the output.
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tensor that it is representing, so the MPS representing a weight tensor W with m features
is given by

= (1) 4 () (m) (m+1)
Wiy = Z AL AT AL A A

1272 Jo—1kjo Jm—1Jmim—1""Jmim

j17""jm:1 (3.]—)

where {A®}741 are the component tensors of the MPS, {i;}", are the physical indices
from W which contract with the featurization vectors, k is the index for the output vector,
and {4}/, are the virtual indices of the network with bond dimension r. Note that A®
and A+ are second-order, while the other component tensors are all third-order. The
tensor A(® holds the physical index for the prediction, and we refer to such components as
the output component of the network. The position of the output component in the MPS is
arbitrary, with o = % being a common choice.

The name “matrix product state” was originally given to this network architecture by
the quantum physics community, who use it extensively as an ansatz for many-body wave-
functions [61][62][63]. Indeed, the usage of MPS by physicists goes back farther than even
they were originally aware of, as the highly successful density matrix renormalization group
(DMRG) variational algorithm was eventually found to possess an MPS structure [64]. We
will have more to say about DMRG in Sec. 3.2.3, as it has been used as inspiration for
an optimization method in tensor network regression. The MPS network was also inde-
pendently developed in the field of tensor analysis, where it is called the tensor train de-
composition [49]. There it is most commonly used for tensor compression [65][66] and data
reconstruction [67][68].

When used for regression, an MPS has a number of component tensors equal to the
number of features m plus one, with the extra component used to hold the index for the
prediction vector f (@, W). The other component tensors are each paired off with one of the
featurization vectors k) (z;) from the data tensor X (&) (see Eq. (2.25) for an example with
four features). Given that two of the component tensors are second-orer and the rest are
third-order, the total number of parameters in an MPS regression model with bond dimension
7 is 2dr +nr? 4+ (m —2)dr?, where d is the dimension of the featurization vectors and n is the
dimension of f For a fixed n value?, the number of parameters scales as O(mdr?), which is
far below the d™ scaling of W. The quadratic dependence of the parameter number on 7 is
among the lowest of all tensor networks, which means that a fairly high bond dimension of
10 - 100 can be used on MPS models while remaining computationally tractable.

One of the most appealing properties of MPS models is that they are very simple and
efficient to contract. As discussed previously in Sec. 2.2.3, the intermediate tensors of an
MPS can be kept at a low order by first contracting each ﬁ(i)(x,») with its corresponding
component tensor A®, which generates a set of first- and second-order intermediate tensors.
These tensors can then be contracted together, along with the component tensor associated

2The value of n is task-dependent and usually small. For the image classification tasks considered in this
thesis, n = 10.
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with output vector, to generate f(z;W). For m = 4, this process can be represented using
tensor diagrams as

m 5 00000 6-=iEw (3.2)

where the legs colored in red are those that are contracted from one step to the next.

Since the intermediate tensors in the second step of Eq. (3.2) are all either matrices or
vectors, we can contract the virtual indices in any order without worrying about generat-
ing higher-order tensors. Indeed, by starting with the first-order tensors at each end and
contracting down the line, we could carry out the remaining contractions as a sequence of
inexpensive matrix-vector products. However, in order to maximize the speed with which we
contract the network, it is desirable to parallelize the operations as much as possible. This
can be done by taking non-overlapping pairs of intermediate matrices and contracting them
together simultaneously [57], ignoring the two end vectors at first. For m = 10, this looks

like
00000000000 0000000 (3

where the number of number of matrices has been halved. This process repeats O(log, m)
times, after which the end vectors and third-order tensor can be contracted with the two
remaining matrices to generate the output.

The presence of the two end vectors can be a nuisance when creating a contraction
algorithm, since they are differently shaped than the other intermediate tensors. To create
a more symmetric network, we can tweak the MPS architecture by adding an extra virtual
index that connects the second-order tensors at the ends of the network, thereby turning
them into third-order tensors:

_ (1) 2) (0) (m) (m+1)
Wiy i = Z Ajm+1i1j1AJ122jz o AJo 1kjo e A imim1 i
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)

This is known as a tensor ring (TR) [69] or a periodic MPS [70], and it shares many (though
not all) of the same properties as the standard MPS, such as the O(mdr?) parameter scaling.
When using a TR, the end tensors can be paired off with other intermediate matrices in the
parallelized contraction scheme showin in Eq. (3.3), which makes for a simpler algorithm.
Finally, we consider the pattern of connectivity imposed by the MPS/TR structure. It
is well known in quantum many-body physics that wavefunctions generated though an MPS
ansatz must obey an area law with respect to the entanglement entropy between components
of the system [71], and that correlation functions between components must decay exponen-
tially with distance [60]. This is an advantageous property in many applications, but it does
limit the set of states which the MPS is capable of representing. These observations have
lead to much speculation that machine learning models built using MPS/TR, architectures
must also exhibit some form of decaying correlation or “entanglement” with respect to the

(3.4)
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data features [22][72][73], but no rigorous mathematical argument has been put forward.
We can see from the linear arrangement of the component tensors that the multiplex rank
of W can be at most r for an MPS and 7? for a TR with respect to any two contiguous
bpartitions of the physical indices, but it is unclear what operational significance this has
for the regression model. We explore these questions further in Chapter 5.

3.1.3 Tree tensor networks

A common alternative to MPS/TR networks is the tree tensor network (TTN), which has
seen a wide variety of uses across different fields, from quantum simulation [74][75] to efficient
tensor representation [50] (where it is known as the hierarchical Tucker decomposition). In a
TTN, the component tensors are arranged, as the name suggests, in a tree pattern, which in
this work we will assume is binary. When used to represent a weight tensor with m features,
the TNN will consist of m — 1 component tensors, organized into ¢ = [log,(m)]| layers. Each
component is a third-order tensor, composed of two physical indices and one virtual index
if it is in the bottom layer, two virtual indices and one physical index if it is the output
component at the top, and three virtual indices otherwise. An explicit expression for the

contractions in a TTN representing a weight tensor W with m features is given (obtusely)
by

T T
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where A®P) is the pth component tensor of the kth layer tensor L*), and j* is the virtual
index with bond dimension r that connects the ith tensor of the kth row to the L%J th tensor
of the k + 1th row. While it is awkward to give a generic, mth-order tensor diagram for a
TTN, an example for m = 4 can easily show the basic binary tree pattern:

T
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where the top tensor is the output component. It is clear from their structure that (binary)
TTN regression models are intended for situations where the number of features is given
by m = 2¢ for non-negative integer £. Although the architecture can be modified to handle
other values of m, we will not consider those networks here and will always work with values
of m that are powers of two.
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When used for tensor regression, the % components in the bottom layer of the TTN

are each matched up with a pair of featurization vectors {1 (z;), R*D(z;41)}, and then
matched up to 7 components in the next layer and so one. The total number of parameters
in a TTN regression model with m features and bond dimension r is (% — 2)r* + Zrd® 4 nr?,

where d is the dimension of the featurization vectors and n is the dimension of f For a fixed
n, this scales as O(mr(r?+d?)), which is cubic in the bond dimension r and quadratic in the
featurization dimension d. Note the the scaling orders of the TTN are larger than those of
MPS/TR for both r (cubic vs quadratic) and d (quadatic vs linear). The cubic dependence
on r means that TTN models are generally used with bond dimensions in the range of 10 -
20, while the quadratic dependence on d is usually not that significant since d is taken to be
a small value (d = 2 for the polynomial featurization from Sec. 2.3.2).

As was the case for MPS/TR networks, a TNN can be efficiently contracted using a very
straightforward procedure. First, the bottom component tensors are contracted with their
corresponding featurization vectors, which generates a layer of % first-order intermediate
tensors. Those intermediate tensors are then contracted with the next layer of component
tensors, generating a layer of 7 first-order tensors. These layer-to-layer contractions occur
log,(m) times, and end with the the last pair of intermediate tensors being contracted with
the output component to generate a prediction. For m = 4, these steps can be represented
using tensor diagrams as

_—

— )
EE%Q'M%&: FW), (3.8)

where the legs shown in red are contracted between each step. Note that this contraction
scheme lends itself naturally to parallelization, as the contractions for each component in a
given layer can be done simultaneously.

The pattern of connectivity in a TTN is similar to that of an MPS/TR, despite their
apparent differences in structure. For any two contiguous bipartitions, there can be at most
two virtual indices which span the partitions, regardless of the size of either partitions. This
places an upper bound of 72 on the multiplex rank of W with respect to any contiguous
bipartitioning. In quantum physics, this bound gives rise to a boundary law scaling for the
entanglement entropy, and as with the MPS this may suggest that similar correlation scaling
could play a role in the behavior of a TTN regression model. In Chapter 5, we explore how
the multiplex rank could be used to more rigorously tie the connectivity patterns of a tensor
network to its regression characteristics.

3.1.4 Projected entangled pair states

Another important tensor network model used in quantum physics is the projected entangled
pair state (PEPS) [76], which consists of third-order, fourth-order and fifth-order component
tensors arranged in a two-dimensional rectangular grid. When used for regression, there can
also be a sixth-order tensor serving as the output component. Similar to an MPS, a PEPS
network representing a weight tensor with m features will contain m component tensors,
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with virtual indices connecting each tensor to its neighbors on the grid. This means that
tensors in the corners of the grid will be third-order, tensors on other parts of the edge
will be fourth-order, and tensors internal to the grid will be fifth-order. The explicit index
expression for a PEPS model is both messy and unenlightening, but it can be expressed

clearly in a tensor diagram as
%%% % (3.9)

Bid

where the orders and connectivity of the component tensors are easily visible. Note that we
have placed the output component in the third row and third column simply for illustrative
purposes, and its location can be chosen arbitrarily.

When PEPS is used for tensor regression (which is rare, for reasons that we will discuss
shortly), each component of the network is paired with a featurization vector fz(i)(:pi) associ-
ated with one of the m features. Unlike for an MPS, it is not easy to simply insert an extra
tensor into the network to serve as the output component, so usually this extra physical index
is attached to one of the existing component tensors (thus increasing its order by one). The
number of parameters in a PEPS regression model with p rows, ¢ columns (where m = p x ¢
features), and a bond dimension r is (p — 2)(q — 2)dr* 4+ 2(p + q — 2)dr® + 3dr? + ndr?, where
d is the dimension of the featurization and n is the dimension of the output index which has
been placed on one of the corner tensors. For a fixed n, this scales as O(mdr?), which is
quartic in the bond-dimension. This steeper dependence on r means that a bond dimension
of only 5 can easily produce a model with millions of parameters.

The biggest problem with PEPS networks, and something that sets them apart from
MPS/TR and TTN, is that they cannot be exactly contracted in an efficient manner. This
limitation is a result of the network’s cyclic structure, which causes the order of the inter-
mediate tensor to grow when each component is contracted. As an example, consider an
p x ¢ PEPS models. We can begin by contracting each component tensor with its associated
featurization vector, as we did for the MPS/TR and TTN models, but difficulties arise in
the next step. If we start at the top of the network and begin contracting across the row,
we find that the order of the intermediate tensor scales with g:

- ﬁ (3.10)
_é
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Other contraction schemes, such as starting from a corner and expanding outward in a sqaure,
will face similar scaling issues. Methods have been developed to contract PEPS models in
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an approximate manner [26], but these are computationally expensive and not conducive to
the large number of contractions needed to train and deploy a regression model.

The pattern of connectivity in a PEPS model differs significantly from that of the
MPS/TR and TTN models, in that the multiplex rank associated with a contiguous bi-
partition scales with the size of the partitions. In quantum physics, a PEPS-based wave-
function will manifest an area law scaling in its entanglement entropy [77], which allows it to
represent states of two-dimensional spin systems better than an MPS [78]. This specificity
toward grid-like configurations has fueled interest in using PEPS for regression tasks on data
which is inherently two-dimensional, such as grayscale images. Unfortunately, the difficulties
inherent in contracting PEPS have made it difficult to realize this potential advantage.

3.1.5 Spanning trees

The final type of network that we that we will consider here is what we refer to as the
spanning tree network (STN), which does not appear to have been explored in any prior
work. STNs can be understood as PEPS models which have had virtual indices removed such
that all cycles within the network are broken, subject to the constraint that all component
tensors must be joined together in the same continous tree. This is the motivation behind
the “spanning tree” nomenclature, which refers to a tree that connects all vertices in a
graph [79]. An example STN on a 4 x 4 grid is given in the following diagram:

(3.11)

Note that there are no cycles present in the graph, and that all components are part of
a single tree. As in PEPS, each component tensor has one physical index (except for the
output component, which has two), but the number of virtual indices can range anywhere
from one to four. The special case where every component tensor is either second or third
order is equivalent to an MPS that has been threaded through the grid.

When used for regression, an STN has a number of components equal to the number
of features m in the dataset. Although the placement of virtual indices can vary widely
between different STNs, the underlying spanning tree always contains m — 1 edges and thus
the network will always possess m — 1 virtual indices. The number of parameters in an
STN depends on the orders of the component tensors, and therefore cannot be enumerated
without first specifying the structure of the tree.

The primary advantage of an STN over a PEPS is that it an be exactly contracted in
a (relatively) efficient manner. To contract an STN, the featurization vectors h(®)(z;) can
first be contracted in parallel with their associated component tensors, leaving a set of first,
second, third, and fourth-order tensors (and perhaps a single fifth-order tensor holding the
output index). Then, all of the first-order tensors can be contracted with their neighbors on
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the graph, generating a set of intermediate tensors that are at most fifth-order. Some of these
intermediate tensor will themselves be first-order, and all of them can then be contracted
with their neighbors to generate a new set of intermediate tensors, some which will again be
first-order. This process repeats until every tensor has been contracted. Using the example
tensor from Eq. (3.11), this procedure (skipping the contraction of the featurization vectors)
can be diagrammed as

R

(3.12)
One drawback of STN models is that the first-order tensor contractions can be difficult to
parallelize using standard linear algebra libraries, since they are contracted with tensors of
many different shapes.

When considering the connectivity patterns inherent to a STN model, we will focus on
the average or typical behavior of networks drawn randomly from the set of spanning trees,
rather than on a specific configuration. With respect to multiplex rank, a typical STN model
shows the same area law behavior present in PEPS models for contiguous bipartitions, due
to the fact that virtual indices can connect neighboring tensors in all four directions of the
grid (even if they do not do so for every component). This may make them well adapted to
two-dimensional data in the same manner as PEPS, while still being efficient to contract.

3.2 Optimization

3.2.1 General considerations

Optimizations algorithms lie at the heart of machine learning, as they are what allow the
algorithm to “learn” the solution for a given task. Most optimization algorithms, and all
of the specific algorithms that we will consider here, utilize the gradients of the model
parameters VW with respect to a chosen loss function £. During each optimization step, all
or some subset of the parameters are updated so as to minimize the average value of £ across
the training dataset. In this work we use the mean square error as our loss function [51],
which has the form

= (1) =@ 1 ¢ > (i 7= (i
L@ @7 D) W =521y O — f(z SR, (3.13)
i=1

where {(# @ i W)}, is the training set. The mean square error loss function is used widely
in machine learning and statistics due to its smoothness and convexity with respect to the
model prediction f(Z @; W).
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To tailor Eq. (3.13) for the specific case of tensor regression, we substitute in the con-
traction between the weight tensor W and data tensor X from Eq. (2.21) and then evaluate
the derivative of £ with respect to elements of W:

2
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where Qk(j ) is the the kth element of the model prediction for # U). From Eq. (3.15), we can
see that parameterizing the regression model using elements of the weight tensor directly
gives a very simple expression for the gradient, since each model parameter acts on only a
single element of X.

Of course, for reasons discussed in Sec. 2.3.3, our model parameters are not elements of
W but rather elements of the tensor network components used to represent W, which we
take to be elements of a generic parameter vector 0. From the chain rule, we can compute
the derivative of the loss function with respect to g as
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(3.16)

which is a less pleasant function than Eq. (3.15). While the precise form of Wi%% depends
on the specific architecture chosen for the tensor network, it will virtually always involve sums
and products of multiple parameters and thus be a highly non-convex function of g

In the following subsections, we review three different optimization algorithms that have
been used in the literature to train tensor network regression models. Each of them can
be understood as taking a different approach to handling the unpleasantness of Eq. (3.16).
Riemannian optimization, which we cover first, seeks to bypass Eq. (3.16) entirely by taking
the gradient of W from Eq. (3.15) directly and then projecting it into a direction tangent to
the manifold of tensor networks. The DMRG sweep algorithm, by contrast, draws inspiration
from methods in quantum physics and preforms convex optimization on the parameters
of each component tensor sequentially. Lasty, the stochastic gradient descent algorithm
from traditional machine learning uses back-propagation to simply compute and then follow
Eq. (3.16) until the loss value converges, with the hope that it ends up close enough to the
global minimum to yield an effective model.

3.2.2 Riemannian optimization

One of the first algorithms proposed for the optimization of tensor network regression models
was Riemannian optimization [80], where the gradient of the weight tensor (not the com-
ponent tensors) is computed and then projected into the tangent space associated with the
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network. This approach views the network-represented weight tensor as lying on a Rieman-
nian manifold in tensor space, defined by the architecture of the underlying tensor network.
The algorithm can be broken up into three steps:

oL

o the gradient of the loss function with respect to the weight tensor W.

1. Compute
2. Project g—lf, into the the tensor space M tangent to W.

3. Subtract the projected gradient from W and retract back to the tensor network man-
ifold.

These three steps can be done efficiently when the weight tensor is represented by a low-rank
tensor network.

Riemannian optimization was first used for the training of tensor network regression
models by Novikov et al. [21] for their MPS-based Exponential Machine. Note that the
network architecture does not enter into the first step listed above, as the gradient with
respect to elements of W is independent of any particular component representation. It is,
however, relevant when defining the tangent space for the projection, and in determining the
retraction algorithm that needs to be used to return to the network manifold.

To provide an example of how Riemannian optimization algorithms are constructed, we
will outline the algorithm used to train MPS models, following the work of Novikov et al.
and Lunbich et al. [81]. Given that we already have an expression for % in Eq. (3.15), the
next step is to construct an operator that will project the gradient into the space tangent
to W. As shown by Holtz et al. [82], the tangent space for an mth-order MPS can be
represented as the direct sum of m orthogonal subspaces {V®1}™ ~where V¥ is the set of
all MPS which are identical to the MPS representing W except in the ¢th component. For
1 = m this component can be set arbitrarily, but for ¢ < m it must be orthogonal to the ith
component of model network. Using tensor diagram notation, the subspaces can be written

| @@ @ @ ’: N .
o _ {@@@@} .

where the tensors in gray are component of the MPS model and the tensors in red are free
to vary in the set. For simplicity we will omit the output component from our diagrams, as
its presence does not fundamentally change the algorithm.

To project % into the tangent space M, we need the components of the gradient along
each of the V(i?. The form of the ith projector P is given in [81], and its action on the
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data tensor X tensor can be written out using tensor diagrams as

G0 00 OO0 00
oY @)

e o b b6

(3.19)
where the the gray circle tensors are components of the MPS (numbered with respect to
their corresponding features) in canonical form [83], and the blue circular tensors are their
adjoints. In words, Eq. (3.19) states that P®)(X) is given by the projection of X into the r-
dimensional subspace spanned by the MPS without the ith component, minus the projection
which includes the ith component (this second term is not included for P(™)(X)). Note that
the result of each projection is an MPS of the same size and bond dimension as the original
network. The overall projection Py of the gradient into the tangent space M is given the
sum of the projections into each of the V®:
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(3.20)

which is just a linear combination of the projections of X.
With the gradient projection from Eq. (3.20) in hand, we can then scale it by an appro-
priate step-size o and subtract it from W to generate the new weight tensor W':

oL
W =W —aPy (8W) (3.21)
Since W is equal to the sum of tensors with low-rank MPS representations, we can efficiently
perform the sum in Eq. (3.21) to yield an MPS representation that has a bond-dimension at
most 3r, where r is the bond dimension of the MPS model [49]. The final step in Riemannian
optimization is known as retraction, and it involves truncating the bond dimension of W so
that it is equal to r and thus rejoins the original manifold occupied by W. This can be
carried out in an optimal fashion using the sequential-SVD rounding algorithm developed
by Oseledets [49]. Retraction marks the end of one round of optimization, after which the
process is repeated with a new batch of data.
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Despite being one of the pioneering tensor network optimization methods, Riemannian
optimization is rarely used in practice, most likely due to its complexity and the lack of
implementation in most existing machine learning libraries. The method does have other
applications, however, such matrix completion [84] and the optimization of quantum circuit
networks [85].

3.2.3 DMRG-style sweeps

The second algorithm that we consider was proposed by Stoudenmire and Schwab [22] in
parallel with the work of Novikov et al., and is based on the popular DMRG algorithm em-
ployed in quantum physics. The main thrust of the algorithm is that each component tensor
in the tensor network regression model is optimized individually, while the parameters in
the other components are held fixed. This transforms the non-convex optimization problem
described by Eq. (3.16) into a a simple quadratic form, which can be easily minimized.

The DMRG sweep algorithm starts at a specified component tensor, which we will call the
system tensor S, that can be chosen arbitrarily. All other component tensors and associated
featurization vectors are then contracted together, using one of the standard contraction
scheme associated with the network (see Sec. 3.1 for examples). The intermediate tensors
resulting from these contractions jointly form what we will call the environment tensor
E. The environment tensor may be a single intermediate tensor or the tensor product of
multiple such tensors, depending on the structure of the network and the position of the
system tensor. With the network reduced to only the system and environment tensors, the
loss function from Eq. (3.14) becomes

zn: (y,(j) — S E(j>)2 , (3.22)

where Sy - E is a generic expression denoting the element from the contraction of S and E
at the kth value of the output index. Note that the environment tensor is formed by the
contraction of the data tensor, and therefore varies as a function of the sample.

The form of Eq. (3.22) is highly reminiscent of multi-output ordinary least squares re-
gression [51], and it can be put in precisely that form by matricizing S and vectorizing F,
such that the virtual indices connecting S and £ are grouped into the column index of S.
With the reshaped versions of S and E denoted as S and € respectively, we have
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with S holding the regression parameters and € @) serving as the data vector. This loss
function can be minimized using any of the techniques developed for least-squares regression
of linear models, such as the QR decomposition, normal equations, or gradient descent. After
optimization, the parameters are reshaped back into a tensor, a new component tensor is
selected to be the system tensor, and the process is repeated.
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To provide a concrete example, we can consider DMRG-style sweeps on an MPS regres-
sion model. For simplicity, let us assume that m = 4 and that we have chosen the second
component tensor (i.e. the component associated with feature z5) to be the system tensor
S. The environment tensor E' is constructed by contracting the third, fourth, and fifth com-
ponents together, and then taking the tensor product of that result with the first component
tensor and the second featurization vector i ? (z2):

CUR 2 422 BLS L BR-SVRE S

where the environmment tensor is colored in blue and the system tensor is colored in orange.
In the last step we show the reshaping of S and E into a matrix S and vector € respectively,
where ¢ has r® elements and S has nr® elements (with n being the dimension of ¢/ ).

Unlike the Riemannian optimization from Sec. 3.2.2, the DMRG-sweep optimization
algorithm has continued to see use since its introduction in [22]. This likely because it
utilizes more familiar concepts from standard machine learning, such as the final least-
squares regression step. That said, it is still less popular than stochastic gradient descent,
which we cover next.

3.2.4 Stochastic gradient descent

Stochastic gradient descent (SGD) is by far the most popular class of optimization algorithm
for machine learning [86], having been used in various forms since the 1950s [87]. When paired
with backpropogation, which we describe in more detail below, SGD serves as the workhorse
of deep learning, where models with millions and even billions of parameters are trained to
solve a myriad of different tasks via highly non-convex loss functions. Given its entrenched
positin in machine learning, it is not surprise that SGD has also been applied to the training
of tensor network regression models.

Unlike the Riemannian and DMRG-style optimization methods that we discussed previ-
ously, SGD does not attempt to bypass or simplify the gradient expression from Eq. (3.16).
Instead, it directly evaluates the gradient of each element using automatic differentiation [88],
which computes the derivative of a complicated composite function using the known deriva-
tives of its simpler components. More formally, automatic differentiation divides the function
f(Z:6) into a set of intermediate components {g @Y, where § @ is a function of g ¢~V
(which may include elements of both # and 5) g @ consists of all elements of Z and 0 not
included in any of the other components, and f(:z: 0) =g O(g (.. gO)). The Jacobian
of f (x 9) with respect to the model parameter 0 is then computed via the chain rule as the
matrix product of Jacobians for each § (

ofe g, 9g;, 994,
0_9]-_%: kz Z Z g 96, (3:25)
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This sequence of matrix multiplications can be performed from the left (referred to as back-
propogation or reverse accumulation) or from the right (referred to as forward accumulation),
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with backpropogation typically being more efficient since the number of parameters is usually
much larger than the number of labels.

The term “stochastic” in SGD references the fact that optimization is not usually per-
formed on the entire training dataset at each step, but instead on a small subset called a
mini-batch. Mini-batch sizes typically range from 32 - 1024 in powers of two, with an op-
timization cycle over all mini-batches referred to as an epoch. In a given mini-batch, the
gradient in Eq. (3.25) is computed for each of the samples and then averaged together. Since
each element of f has its own set of gradients, a single, combined gradient is generated by
adding together the different element-wise averages. Finally, this value is subtracted from
the parameters ] using a chosen step size « to give the new parameters 0. This procedure
can be written out succinctly as

b n ;
i 1 O fi(Z D;0)
0 :6’—04-52 E _ (3.26)

where b is the minibatch size. There exist a number of sophisticated algorithms for deter-
mining the ideal value(s) for «, such as the popular Adam [89] and RMSprop? optimizers.

For tensor network regression, we use SGD to evaluate the complicated gradient of the
loss function in Eq. (3.16), or more specifically the gradient of the contracted network with
respect to the elements 0 of the component tensors. In this context, the component tensors
of the network provide a natural delineation for the {7 @}._, in Eq. (3.25), since each
tensor behaves like a multilinear function during the contraction. Taking an MPS model
as an example, § ) would be given by the contraction of the output component with the
two intermediate tensors generated by contracting all of the other component tensors and
featurization vectors. These two intermediate tensors would then jointly become the elements
of § =1 and take as input the intermediate tensors generated by all components to the left
and right of them in the network. This process can be repeated from the inside out until all
tensors have been included in one of the § .

From a practitioner’s perspective, the most attractive aspect of SGD is that automatic
differentiation is robustly supported in virtually all machine learning software packages,
which cannot be said for Riemannian optimization or DMRG-style sweeps. SGD is also a
very inexpensive algorithm, requiring roughly the same amount of computational resources
as simply contracting the network. It is these properties that explain the popularity of SGD-
based training for tensor network models in the literature, a popularity that is likely to grow
as more machine learning practitioners experiment with tensor-based models.

3This widely-used algorithm was never published, having originated in the sixth lecture of Geoffrey
Hinton’s Coursera course on machine learning. As of May 2023, the slides can be found at the following
URL: https://www.cs.toronto.edu/~tijmen/csc321/slides/lecture_slides_lec6.pdf.
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3.3 Initialization

3.3.1 General considerations

The final aspect of model design that we consider here is parameter initialization. Our
focus will specifically be on initialization that is done prior to any optimization, and we
will therefore not consider topics such as pre-training [90] or transfer learning [91]. In the
neural network models used for deep learning, parameter initialization of an a x b weight
matrix is most frequently done by sampling values from a uniform distribution on the range
[—v6(a + b)"2, V6(a+ b)"2] (referred to as Glorot initialization [92]). This scheme seeks
to stabilize the gradient of the model such that its variance is constant between layers, thus
improving the flow of information back through the model during optimization.

Compared to neural networks, the need for precise initialization is much more acute in
tensor network models, as a poor choice of values can prevent the model output from even
being evaluated, let alone optimized. This precariousness stems from the fact that network
contraction occurs via the composition of multilinear maps, and each of these maps can
increase or decrease the norm of their input. While this is fairly innocuous for a single
tensor contraction, tensor network models tend to have a number of components roughly
equal to the number of features m, which can be in the hundreds or thousands. Even if
each tensor contraction only scaled the norm by (1 + ¢€), |¢| < 1, the composition of m such

scalings is
Lrgm =S (m)e (3.27)
(1+¢) ZO .
by the binomial theorem. For m in the range 100 - 1000, this series can easily explode toward
infinity or vanish to zero, depending on the sign of e.

In order to initialize a tensor network model with a numerically stable contraction, the
scaling of Eq. (3.27) needs to be tamed for all plausible inputs Z to the model. The most
straightforward way to achieve this is to choose component tensors that preserve some ex-
tensive property of their inputs, such that the amount of magnitude scaling is necessarily
bounded at a reasonable value. An ideal candidate for this (although other possibilities exist)
is a “stochastic tensor”, which is simply the reshaping of a stochastic matriz [93] into a form
that matches the desired shape of the component tensor. A stochastic matrix is a matrix
with non-negative elements constrained such that the columns or rows (or both) must sum
to one. These matrices are most commonly used to represent conditional probabilities for
e.g., a Markov process, though we will not employ any particular probabilistic interpretation
here.

To give a simple example of how stochastic matrices can solve our 1n1t1ahzat10n problem,
consider a third order tensor A that maps vectors b and € to a new vector d-

]

Now let us initialize A as a stochastic tensor, such that the summation over index k (the
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“columns”) gives a value of 1 for all ¢, j pairs. Then the sum of all elements in d must be

; de =Y Aijwbicj = <Z bi) (; cj) (3.29)

,L‘?j?k

since ), Aijx = 1 by construction. Note that the sum of elements in d is given by the
products of the sums for b and @ If we were to constrain each of these sums to be 1, and
have each of the elements in b and & be non-negative, then the sum over d would also be 1
and its elements would also be non-negative. This would necessarily constrain the ¢* norms
of the output d and the inputs b and ¢ to all be 1, which means that € in Eq. (3.27) would
vanish with respect to the ¢! norm.

For a more complicated tensor network model, the significance of Eq. (3.29) is that
we can, in principle, compose an infinite number of tensor contractions together without
increasing the ¢! norm of the output. For a tensor regression model, this would requre that
the featurization vectors i (x;) be constrained to have non-negative elements that sum to
1. The [1, ;] polynomial featurization from Eq. (2.22) does not fulfill this requirement in
general, but we can approximately obey the rule by shrinking the elements of the component
tensors associated with each x;, thereby reducing their initial effect on the contraction. This
trick is discussed in more detail in Sec. 3.3.2.

In the following subsections, we consider initialization strategies for the MPS/TR, TTN
and STN regression models. Each of these network architectures are amenable to initializa-
tion with stochastic matrices, although the forms of these matrices will vary based on the
shapes and contractions patterns of the component tensors.

3.3.2 MPS/tensor ring initialization

In an MPS model operating on data with m features, the component tensors {A®}741
consist of two second-order tensors A, A+Y and m — 1 third-order tensors connected
together along a line of virtual indices. If we consider a contraction of the network starting
from the matrix A1) and then proceeding through the other components in sequence, then
the first contraction is simply a matrix-vector product between A and the first featurization
vector b W (z1) = [1, a1]:

ail  a12 ai + a2
Qo1 Q22 1 Qo1 + G221
) ] = _ , (3.30)
g :
ar1  Qp2 ar1 + Ap2Ty

where 7 is the bond dimension of the MPS. When A™ is initialized as a stochastic matrix
with columns that sum to 1, the sum of the elements of the resulting vector is (aj; + ... +
ayr) + (a1 + ... + ay)ry = 1 4 21, which is not the desired value of 1 discussed in Sec. 3.3.
While this difference is not fatal at first, each of the featurization tensors will contribute
their own factor of (1 + x;) to the sum, which will quickly lead to numerical overflow or
underflow akin to what would result from Eq. (3.27).
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One way to solve this problem is to reduce the magnitude of x;. It is important to note
that we do not wish to eliminate the presence of x; completely, as it contains information
that the model may use to make its prediction, but we must minimize its effect on the
contraction. To this end, we can shrink the elements of A in the second column by a
factor ~y, thereby generating the modified matrix-value product

air a2 a1 + yai12Ty aii 122
Q21 7Yago 1 Q21 + YQ2271 a1 22T
. = . = T+ T, (3.31)
(a1 : : :
Ar1 Yar2 Qr1 + YaroTy arq Qr2T

where we have split the final vector into the sum of a stochastic column and a non-stochastic
portion which carries the data information. If v < 1, then the first vector will dominate in the
contraction and we will get a well-behaved contraction. The value of ~ is a hyperparameter
that may have to be tuned based on the number of features, though we found that values of
1072 to 102 worked well for m on the order of 100 to 1000.

With the first component tensor contracted, the next step is to contract the resulting
intermediate vector—the right side of Eq. (3.31)—and h @ (z5) together with the second
component tensor A® in a manner analagous to Eq. (3.28). Though this tensor is third-
order rather than second-order, the initialization principles from A® still apply. To initialize
A®) as a stochastic tensor, we choose elements such that > i» Ajringy = 1 for all ji, o pairs.
This is equivalent to creating a stochastic matrix of size r x 2r and then splitting the column
index into an index of size 2 and and index of size r. To address the fact that the featurization
vector [1 5] does not sum to 1, we can again shrink the elements of the component tensor to
reduce the contribution from 5. Since the element x5 corresponds the index value of 75 = 2,
we can multiple all of the elements of A® with i, = 2 by 7 to achieve the same effect as
Eq. (3.31). To fully contract the network, we repeat this process for all tensors to the left
of the output component, and then carry out the same procedure starting from A™+1) and
working right to left.

When working with models built using a TR rather than an MPS, the initialization
method described above needs to be tweaked only slightly. In a TR there are no second-
order component tensors, so there is no place to (conceptually) begin the contraction as a
matrix-vector product akin to Eq. (3.30). Therefore, a starting point is chosen arbitrarily on
the ring and then the tensors are initialized in the same manner as the third-order tensors in
the MPS. Rather than mapping a stochastic vector and data vector to a new (approximately)
stochastic vector, the tensors in a TR map a stochastic matrix and a data vector to a new
(approximately) stochastic matrix.

3.3.3 TTN and STN initialization

The initialization of TTN and STN models is similar to the procedure that we described in
the previous subsection for MPS/TR models, with the only significant difference being the
order of the tensors and the connectivity of the network.

In a TTN model, for which all component tensors are third-order, the lowest layer of
tensors are each contracted with two neighboring featurization vectors. These vectors have
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the same issue faced in Sec. 3.3.2, in that their elements sum to 1 + x; rather than 1.
This can once again be solved by shrinking the elements of the stochastic component tensors
associated with z; and x;, 1, which constitutes all but r of the elements in the tensor, using an
appropriately chosen value of v. The component tensors in the second layer and above do not
contract directly with any featurization vectors, but instead take as input the intermediate
vector generated by contraction of the previous layer. As a result, the component tensors in
these layers can be initialized directly to a stochastic tensor without any further modification
of the elements.

For an STN, the orders of the component tensors vary between second-order and sixth-
order, with each tensor being contracted with a featurization vector. In order to properly
generate the stochastic tensor elements for each component, we must trace through the
contraction pattern of the spanning tree (see Eq. (3.11) for an example) to determine which
index should sum to 1. The second-order components are straightforward, as they act on their
featurization vector via the same matrix-vector product described in Eq. (3.28). Their tensor
elements are therefore constrained to sum to 1 along the virtual index, and are shrunk in the
same manner shown in Eq. (3.29). The initialization procedure then moves along the same
path as the network contraction’s scheme, focusing next on the component tensors which
contract with the outputs of the second-order components, and so on. Each component
is initialized to a stochastic tensor that is constrained to sum to 1 along the virtual index
not associated with outputs from the previous contraction step, and then has the elements
associated with x; shrunken with an appropriate choice of ~.
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Chapter 4

Interaction Decomposition of Tensor
Network Models

This chapter is derived from previously published work by Convy and Whaley [28], which
proposes a new algorithm for tensor network contraction that can separate out regressors of
different degree in regression model.

4.1 Introduction

As discussed in Sec. 2.3.2, tensor network regression models generate predictions by contract-
ing with the data tensor X, which is formed from the tensor product of featurization vectors
shown in Eq. (2.20). These vectors each act on a single feature, and collectively generate a
mapping from the original m-dimensional feature space into a 2™ tensor space. The purpose
of the work in this chapter is to quantitatively assess how well tensor network models are
able to utilize the exponential feature space induced by this tensor-product transformation.
We shall focus specifically on models which are built upon the [1, z| featurization from
Novikov et al. [21] given in Eq. (2.22), since this will allow us to easily interpret different
regions of the transformed space in terms of interactions between the original features. To
this end, we introduce the interaction decomposition of a tensor network model, which casts
the regression output as the sum of terms which each contain all feature products of a fixed
degree. By applying this decomposition to tensor network models that were trained on a
given machine learning task, we can determine the importance of each interaction degree to
the final output of the model. Furthermore, by implementing new models that regress on
only a subset of degrees, we can assess whether the tensor network models are under-utilizing
those interactions.

The remainder of this chapter has the following structure. In Sec. 4.2, we describe the
motivation and mechanics of the interaction decomposition, and in Sec. 4.3 we apply it
to tensor network classifiers trained on the MNIST and Fashion MNIST datasets. From
these tests, we find that some models utilize up to three-quarters of all interaction degrees
generated by the tensor-product transformation, which collectively contain roughly 10
different regressors. However, in Sec. 4.4 we determine that the tensor network classifiers
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are vastly under-utilizing the lower-degree interactions, since separate models trained using
only interactions less than, e.g., sixth degree are able to achieve classifications accuracies
very near those of the full regression models. We discuss the implications of these results
and directions for future work in Sec. 4.5. The Appendix contains technical details about
the procedure used to carry out the interaction decompositions, as a well as a tabulation of
important numerical results.

4.2 The Interaction Decomposition

Throughout our discussion of tensor network regression in Sec. 2.3.3, the weight tensor W and
data tensor X were treated principally as abstract objects, in that they were only operated
on numerically via their component tensors. This was necessary on practical grounds, since
the exponential scaling of both W and X makes it virtually impossible to perform operations
on either tensor when the data has even a modest number of features m. That said, there
is an obvious mathematical clarity that comes from working directly with W and X via the
decomposition of Eq. (2.23), since the elements of X are simply products of the original
features while the elements of W are the corresponding linear regression coefficients. If,
for example, we wished to perform regression using only a specific portion of the feature
products, then we could just set the elements of W for all other feature products to zero and
learn the remaining parameters as usual. Such a straightforward modification is generally
not possible when representing the weight tensor as a tensor network, since each element of
W is a complicated function of all of the parameters in the model (see Sec. 2.3.3).

In this section we introduce the interaction decomposition of a tensor network, with the
aim of recovering some of the fine-tuned control and interpretability that comes from an
element-wise representation of WW. In an interaction decomposition, the terms of the sum in
Eq. (2.23) are grouped together by the number of features included in their product, for a
total of m + 1 groupings. The number of features in a given product is called its interaction
degree, such that x; has degree 1, x5 has degree 2, and so on, with the bias having degree

=

0. Under an interaction decomposition, the regression output f(z; W) is written as
Fl@w) = ZJ(J’)(@*; W), (4.1)

where d U )(#; W) is the contribution to the regression output from all terms of degree j. As
with f (& W), these contributions are functions of both the original features # and the pa-
rameters VW of the decomposed network. We discuss ways of interpreting this decomposition
in terms of vector subspaces in Sec. 4.2.1.

Using Eq. (4.1), the relative importance of the jth interaction degree can be assessed by
analyzing the average magnitude of d W (Z; W), as well as its effect on the regression output.
We carry out this analysis on TR and TTN models in Sec. 4.3. Furthermore, by choosing
to keep only a specific subset D of the decomposition terms in Eq. (4.1), it is possible to
construct a new type of regression model which we call a D-degree tensor network. These
networks utilize the same parameterization scheme for W as normal tensor network models
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of the same architecture, but are restricted to generating only the feature products of degrees
contained in D. By comparing the performance of a full tensor network with that of a D-
degree version of the network, we can quantify how effectively the standard network is able
to utilize interaction degrees within D. We introduce these models and perform numerical
tests on them in Sec. 4.4.

4.2.1 Interaction Subspaces

In the context of vector spaces, the weight tensor W acts as a parameterized multilinear
map between the data tensor space X, which we take to be R?", and the label space Y.
Under this construction, the data tensor X is simply a vector within X whose elements are
generated from the features in 7 via the tensor-product operations of Eq. (2.20). The nature
of the d U)(Z; W) terms from Eq. (4.1) can be understood by considering the action of W on
a particular subspace decomposition of X. Using the definition of fz(i)(xi) from Eq. (2.22),
we can expand X on a standard basis of X as

m 1

m
i=1 1 4eerim =0

= (9)

where {€O(i), ")} spans the two-dimensional space inhabited by h®(z;). In words, Eq. (4.2)
shows that the tensor products 51»1(1) ... @@fnm) form a basis for X upon which the coefficients
of X take the form of feature products.

Looking at the structure of the tensor-product basis used in Eq. (4.2), it is possible to

divide X into the direct sum of subspaces {D©, ..., D™}, where DY) is a subspace spanned
(1)

L ®..® é;-r(nm) such that j of the component basis vectors are of the

by the basis tensors €,

form el(i) and m — j are of the form éo(i). The coefficients of X on the bases in DY) consist
of feature products of degree j, so we therefore refer to DU) as the degree-j subspace of X.
The dimension of DY) is given by

dim(DW) = (m> (4.3)

J

which is the number of ways to draw j features from the total set of m features. The
dimension of the combined feature space for a set D of degrees, denoted dim(D), is then

()= (T) (4.4)

which is simply the sum of the subspace dimension for each degree in D. If we denote the
projection into the degree-j subspace as PY . then the interaction decomposition becomes

REW) =D > Wi i (POX)i i = Y (4.5)

pU) ’

DO0 -0

j=0 41,...,im=0 Jj=0
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where the regression output is a sum of contractions between W and the projection of X
into each of the m + 1 degree subspaces. Due to the linearity of tensor contractions, this
equality can be easily verified by performing the sum over j first, since ) i PU) gives the
identity.

The form of Eq. (4.5) provides two interpretations of the degree contributions d @ (Z; W).
If we consider the projector PY) acting on X, as originally envisioned, then d (Z; W) is
the contraction of W with the portion of X that inhabits D@ . This could be viewed as a
form of data tensor preprocessing, where elements of X corresponding to interaction degrees
other than j are removed. Alternatively, the tensor diagrams in Eq. (4.5) show that it is
equally valid to consider PY) acting on the weight tensor W. Under this interpretation, the
set {J (W) Lo consists of regressions on X performed by different models, each derived
from a common tensor W by keeping only those elements corresponding to interactions of
degree 7. We will shift between these two interpretations freely throughout the remainder
of this section, describing the interaction decomposition as a procedure which picks out
different pieces of a tensor network model and which restricts the set of feature products
that can be used for regression.

4.3 Interaction Decompositions of TR and T'TN Mod-
els

The interaction decomposition of a TR (see Sec. 3.1.2) or TTN (see Sec. 3.1.3) regression
model allows us to quantify the relative importance of the jth interaction degree to the
overall value of the output. This information is not available when performing the standard
contraction operations laid out in Eqs. (3.2, 3.8), since the elements of the intermediate
tensors are sums of contributions from a wide range of interaction degrees, making it im-
possible to separate out the impact of any one degree. Given the unfavorable scaling of
Eq. (4.3), a brute force evaluation of each feature product in d @)(Z; W) is also impractical
for even modest values of j. In Appendix 4.6.1, we describe an alternative procedure that
efficiently contracts the TR and TTN component tensors in a manner that ultimately yields
the same output as the standard contraction, but also separates out the various d D (2 W)
contributions.

In this section, we carry out these interaction decompositions on TR and TTN models
that were trained to classify digits from the MNIST and Fashion MNIST datasets introduced
in Sec. 2.3.1. These datasets have been widely used to evaluate tensor network models in
the literature, and thus serve as reasonable benchmarks for our analysis. Given that the
number of operations needed for a full interaction decomposition can scale quadratically
with the number of features (see Appendix 4.6.1), we resized each image from 28 x 28 pixels
to 8 x 8 pixels in order to reduce the computational burden of the tests. The grayscale
pixels were also normalized to floating-point values on the range [—0.5,0.5] to improve the
numerical stability of the networks. The bond dimension of the TR and TTN models was set
to 20, providing them with sufficient representational power without excessive overfitting.

—

The regression output f(Z; W) was fit against one-hot encodings of the digit labels and
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Figure 4.1: Plots of the L1 norm of d W (& W), averaged across the MNIST and Fashion
MNIST test datasets, for ten TR models and ten TTN models trained using all interaction
degrees. Each dashed line represents the average magnitudes from one of the models, which
is plotted against the interaction degree j of the contribution. The trend for all models is
broadly the same, with magnitudes starting near 10! for the bias term and then gradually
rising to a peak before dropping off significantly by degree 45. Large variations in magnitude
can be seen when comparing individual TR models and TTN models.
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optimized using gradient descent (see Sec. 3.2.4) with a mean squared error loss function.
During training the networks were contracted normally, with the interaction decomposition
being performed at the end using the test dataset.

To begin our analysis, we focus first on the magnitudes of the different d @ (# W) con-
tributions. To produce a single magnitude for each degree, we computed the ¢! norm of
d @)(#; W) for each image in the test dataset, and then averaged over the set. Figure 4.1
shows the resulting magnitudes for ten TR models and ten TTN models, all trained using
the same hyperparameters but with different initial values for the tensor elements. Across
both datasets the TR and TTN plots show a similar pattern, with the degree magnitudes
starting at approximately 10~! for j = 0 and then growing steadily to some maximum value
before declining again at larger j. The size and location of the peak varies significantly
between the MNIST and Fashion MNIST models, with the MNIST models peaking from 0.1
to 1 at around degrees 10 to 15 while the Fashion MNIST models peak from 10% to 10* at
around degrees 17 to 23. After the peak, the magnitudes begin to drop off precipitously,
with interaction degrees greater then 45 typically having contributions orders of magnitude
smaller than those from degrees before the peak. The inset plots of Figure 4.1 show that
there is a significant amount of variation between individual models of a given network type
and dataset, with some models having magnitudes 10 or even 100 times larger than others.

A significant limitation of the magnitude analysis from Figure 4.1 is that it can be diffi-
cult to assess the true importance of a degree contribution using only its average magnitude.
Indeed, even if a set of degrees all have small individual magnitudes, their cumulative ef-
fect on the output may still be important. To better assess the “usefulness” of the degree
contributions, we computed the accuracy of the TR and TTN classifiers as a function of in-
teraction degree, both individually and cumulatively. Figure 4.2 shows these accuracies after
averaging over the models of each network type. The cumulative accuracy (shown using a
solid line) of degree j denotes the accuracy of the output generated by the sum of all degree
contributions less than or equal to j, while the individual accuracy of degree j (shown as a
point on the scatter plot) gives the performance of d (@) (#; W) alone. The dimension of the
expanded feature space corresponding to each data point is determined by Eq. (4.4).

From the plots of cumulative accuracy, we can see that the average performance of both
the TR and TTN networks plateaus at slightly over 98% on MNIST (98.31% for the TRs
and 98.47% for the TTNs when all degrees are included), which is consistent with prior
work [22][56][57]. On Fashion MNIST the accuracies are signficantly lower, at 82.73% for
the TR and 83.43% for the TTN.! These final accuracy values are of less significance to
us than the interaction degree at which the curve flattens. On MNIST (Fashion MNIST)
this occurs at approximately j = 31 (44) for the TRs, and at j = 38 (54) for the TTNs.
Looking back at the magnitudes from Figure 4.1, this indicates that even contributions on
the order of 1073 can still improve the performance of the classifier. Interestingly, all four
of the accuracy curves show a temporary flattening before degree 10, followed by a second
upward rise. This effect is least visible on the TR MNIST curve and most visible on the two

!Tensor networks can achieve significantly higher accuracies on 28 x 28 Fashion MNIST [24][56][94], but
the decrease in performance at 8 x 8 is much more severe than for standard MNIST, due to the greater image
complexity. For comparison to more state-of-the-art methods, an Inception convolutional network [95] can
achieve accuracies of 99.09% on 8 x 8 MNIST and 86.5% on 8 x 8 Fashion MNIST (see Appendix 4.6.3)
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Figure 4.2: Plots of the average classification accuracy for the TR models and TTN models,
trained using all interaction degrees, as a function of interaction degree j, using the MNIST
and Fashion MNIST test datasets. The scatter plots show the accuracy of each d D (z; W)
term individually, while the solid line shows the accuracy of the sum of contributions from
all degrees less than or equal to its position on the x-axis. On MNIST (Fashion MNIST),
the cumulative accuracies of the TR and TTN models are equal to 98.31% (82.73%) and
98.49% (83.43%) respectively when all degrees are included, with the performance plateauing
at degree 31 (44) for the TRs and 38 (54) for the TTNs. The accuracies of the individual
contributions are all very low, with the vast majority of interaction degrees having almost
no independent classification ability.
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Fashion MNIST curves, with the latter pair of curves seeing most of their accuracy gains
after degree 10.

Based on the accuracies of the individual contributions d 9 (z; W), which are shown in
Figure 4.2 using scatter plots, it is clear that only the first few interaction degrees are having
their coefficients optimized such that they can classify images independently. The remaining
contributions, which constitute the vast majority of regressors, have accuracies close to 10%
and therefore do not separate the different digit classes to any appreciable extent when used
in isolation. This suggests that the higher-degree d ) (Z; W) have been trained essentially
to correct or finesse the cumulative output from the lower degrees, since the cumulative
accuracy continues to increase as their outputs are incorporated. This trend is particularly
marked for the Fashion MNIST models, where only degrees 1 and 2 have accuracies above
12%. Indeed, plots C and D from Figure 4.1 show that many of the regressors in these
models are being used to cancel out the large magnitudes of the intermediate degrees, since
the final regression output needs to be roughly in the range [0, 1] to achieve a reasonable
loss value.

4.4 Interaction Decompositions as Regression Models

In Sec. 4.3, we used the interaction decomposition as a tool to analyze tensor network models
that had been trained using standard methods. As a result, the parameters of each model
were optimized under the assumption that every interaction degree would contribute to the
final output, without any truncation or isolation. This offers the greatest flexibility to the
model in principle, but it can also obscure the potential success that a single degree or subset
of degrees might have had if the parameters of the network had been optimized to improve
their performance specifically.

In light of this fact, we propose a new type of tensor network model called the D-degree
tensor network. In these models, only interaction degrees in the set D are used to construct
the regression output, such that

fl@w) =3 dO@w). (4.6)

j€D

Comparing this expression to the full interaction decomposition given in Eq. (4.1), it is clear
that if D is the set of all interaction degrees (i.e. if D = {0,1,...,m}), then the correspond-
ing D-degree network is equivalent to a standard tensor network with the same structure.
However, we will focus our attention on models where D contains only a fraction of the m+1
possible interaction degrees. By restricting the regression in this manner, we are effectively
inducing sparsity in the weight tensor W by zeroing the coefficients for all interaction degrees
not included in D. Unlike in the case of sparse neural networks [96][97], this sparsity does
not necessarily lead to a reduction in the number of trainable parameters or to an improve-
ment in the computational overhead. Instead, the sparsity leads to a simplification in the
structure of the regression function, which can yield a model that is more easily interpretable
while still achieving the same level of performance.

46



Using the decomposition procedure described in Appendix 4.6.1, it is possible to efficiently
train D-degree models on the same regression tasks used in Sec. 4.3, and thus compare their
classification accuracies with those shown in Figure 4.2. For our tests, we selected D-degree
models that fell into two categories: the cumulative-j models, in which all degrees less than
or equal to j are included in the output, and the degree-j models, in which the output is
simply the contribution from the jth degree:

J
Cumulative-j : f(Z; W) = Zcf(j/)(f; W), Degree-j : f(ZW) =d D (W), (4.7)
/=0

These two groups describe only a small portion of the 2™ —1 possible D-degree models, but
they will allow us to easily compare our results with the plots in Figure 4.2. For our numerical
tests, we trained the models on 8 x 8 images from the MNIST and Fashion MNIST datasets
prepared in the same manner described in Sec. 4.3. The D-degree models take somewhat
longer to train than standard tensor network models due to the added complexity of the
interaction decomposition, but their times are still on par with those of neural network
models (see Appendix 4.6.3).

Figure 4.3 shows average accuracies of the cumulative-j (blue plots) and degree-j (orange
plots) models as a function of j, with each data point representing an average across ten
models. These averages are plotted alongside the cumulative data from Figure 4.2, which
shows the performance of the full tensor network models as a reference. We emphasize
that the cumulative-j and degree-j curves in Figure 4.3 are computed in precisely the same
manner as the line and scatter plots from Figure 4.2, except that the models which generated
Figure 4.2 were trained using all of the interaction degrees rather than just the specific subset
being plotted. The plots for the D-degree models omit results for 7 = 0, since those models
contain only the bias term and thus predict the same digit for every image. The data used
to generate these plots is given in Appendix 4.6.2.

The first trend to observe from Figure 4.3 is that both the cumulative-;j and degree-
7 models have accuracies that are significantly greater than the corresponding cumulative
accuracy at degree j from the full tensor network models. This performance gap is notable,
because it implies that the standard models are utilizing the feature-product regressors in a
highly inefficient manner. For MNIST in particular, the degree-j classifiers with j > 3 were
able to perform within 0.5% of the full model. As a comparison, the cumulative MNIST
accuracy of the regular TR and TTN models using degrees 0 — 4 is only 71% and 61%
respectively. The disparity is even larger when looking at the single-degree accuracies from
Figure 4.2, which show that most individual d (2, W) were unable to classify images at all
when trained as part of a full tensor network model. When those degree contributions were
optimized directly, however, they were able to perform classification with more than 98%
accuracy. The degree-j models did not perform as well on Fashion MNIST, though they still
achieved accuracies that were vastly higher than the corresponding cumulative accuracies
from Figure 4.2. The cumulative-j models, on the other hand, were able to closely match
the performance of the standard models, with the cumulative-10 TR and cumulative-8 TTN
models coming within 0.1% of their full-degree counterparts.

The dashed horizontal lines in Figure 4.3 mark the accuracy of the full tensor network
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Figure 4.3: Plots of average accuracy on the MNIST and Fashion MNIST test datasets for
D-degree models parameterized by TRs and TTNs, with ten models being averaged for each
degree. The solid black line indicates the cumulative accuracy of the standard tensor net-
work models analyzed in Sec. 4.3, as plotted in Figure 4.2, with the dashed line showing the
accuracy when all interaction degrees are included. The degree-j models generally demon-
strate worse performance than the cumulative-j models, though the difference is very small
on MNIST. The cumulative-; models were able to closely match the accuracies of the full
models on both datasets, and even slightly exceed their performance on MNIST.
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models when every degree contribution is included. Using these values as a benchmark, we
can see that several of the cumulative-j TTN models (6 < 7 < 10) and degree-j TTN models
(7 < j < 10) actually outperformed the corresponding full model on the MNIST dataset.
This is a counter-intuitive result, as it suggests that regressing on all of the interaction degrees
can actually yield slightly worse results than regressing on only a small subset of them.
A cumulative-8 TTN model, for example, uses only one-billionth of the feature products
contained within the data tensor X, yet achieves an average accuracy roughly 0.1% higher
than a TTN model which has access to all of X.

Finally, we note that a comparison can be made between the performance of these D-
degree network models, which constrain the feature product coefficients to all be generated
by the same low-rank tensor network, and a more general multilinear regression model in
which every coefficient can be determined arbitrarily. In Appendix 4.6.3, we give results
for this type of unconstrained regression on features products up to degree 4, which shows
that the cumulative-j models achieve accuracies very near the arbitrary models of degree
j, and can outperform them for larger values of j even when the tensor network models
contain fewer trainable parameters. This demonstrates the utility of incorporating more
interactions (up to a point), since constrained regression on higher-degree feature products
is more effective than unconstrained regression on lower-degree feature products.

4.5 Discussion

The exponential feature space induced by the transformation in Eq. (2.20) lies at the heart
of tensor network regression, and there is no doubt that these models utilize it to achieve a
level of performance that far exceeds standard linear regression. That said, it is easy to feel
incredulous toward the idea that tensor network models, or indeed any regression model,
could truly make use of the 264 different regressors that are generated from an 8 x 8 image.
The goal of our work here has been to develop the interaction decomposition as a tool to
test this claim, and then apply it to tensor network models under a pair of standard machine
learning tasks. By evaluating the magnitudes and accuracies of the different interaction
degrees, we can begin to draw conclusions about how effectively the exponential space is
being utilized.

To this end, our results from Sec. 4.3 show that more than half of the interaction degrees
contributed meaningfully to the output of the classifiers, with the Fashion MNIST TTN
models in particular using up to degree 50. In the language of Sec. 4.2.1, this indicates that
the tensor network models are utilizing a portion of the expanded feature space X that has
a dimension on the order of 10!, which can be computed by summing Eq. (4.3) across all
significant degrees. It is important to note, however, that Figure 4.2 only shows the change
in accuracy for the jth interaction degree when the entirety of subspace DU) is incorporated
into the regression. It may very well be that the models in Sec. 4.3 are utilizing only a small
portion of this space, and thus the number of relevant feature products could be far smaller
than the upper-bound of 10'. The interaction decomposition cannot separate out different
parts of a given degree-j subspace, so future work might look into alternate algorithms that
are able to divide up these spaces into meaningful components.

49



For a given interaction degree, one can ask not only if the set of feature products is
being utilized by a tensor network model, but also how well the model is using them relative
to some standard. In Sec. 4.4 we introduced the D-degree tensor network to serve as this
standard, since its parameters could be trained to maximize performance using only a specific
subset of interaction degrees. In our tests, the networks were limited to interaction degrees
of at most 10, which corresponds to an expanded features space of dimension at most 10!! as
given by Eq. (4.4). The results shown in Figure 4.3 demonstrate that the full tensor network
models are significantly under-utilizing the lower-degree interactions, since the D-degree
models are able to achieve accuracies up to 60 percentage points higher when constrained to
those same degrees. This under-utilization was especially acute for Fashion MNIST, where
the full models only reached cumulative accuracies of 25% for the first ten degrees, despite
the fact that the cumulative-10 models had accuracies near 83%.

More significantly, some D-degree models trained using only the first six interaction de-
grees were able to achieve accuracies on MNIST that were greater than those of models
trained using all degrees. While this could simply be due to more overfitting in the full
models, it might also point to inherent limitation in the tensor network representation of
W. We know, for example, that the regression coefficients in a tensor network model are
necessarily coupled together by the elements of the component tensors, which may force the
model to use suboptimal coefficients for the lower interaction degrees in order to avoid harm-
ful contributions from the higher degrees. Given that detailed, “under-the-hood” analyses of
these models are possible using methods such as the interaction decomposition introduced
here, the existence and nature of this compromise seems like a promising area for further
study.

Taken together, the results discussed here support the following two conclusions:

1. Common tensor network models are capable of utilizing regressors from a large portion
of the expanded feature space generated by the featurization from [21].

2. However, a comparable level of performance may also be achieved by regression on a
minuscule fraction of that same space.

For those looking to use tensor network models for machine learning, there is cause here for
both optimism and caution. While the first conclusion makes it clear that tensor network
regression models can incorporate useful information from a wide range of interaction degrees,
the second conclusion implies that it is difficult for these models to extract any unique
information from the higher-degree regressors. In light of this, we believe that the D-degree
tensor network models, which have been absent in the literature up to this point, represent
a promising approach for tensor network regression. Using these models, it is possible to
exploit the representational efficiency of tensor networks while constraining the regression
to a reasonable and interpretable set of feature products based on the inherent complexity
of the dataset.
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4.6 Appendix

4.6.1 Procedure for the Interaction Decomposition

In this subsection, we describe a procedure that can be used to carry out the interaction
decomposition of any tensor network. At its core is a tensor operation that we call the
degree-preserving tensor product, denoted @, which is defined between m + 1th order tensor
A and n + 1th order tensor B as

(A ® B)jio--~im71k0~~kn71 = Z Ajaio-nimlejkanknfl7 (48)

Jat+iv=J

where the resulting tensor is of order m +n+ 1 and 0 < j < max(j,) + max(j,). Note that
this operation attaches special significance to the first dimension, which we will hereafter
refer to as the degree index. As shown in Eq. (4.8), the jth slice of A ® B along the degree
index is given by the sum of tensor products taken between slices of A and of B, such that
the sum of the degree indices for those slices is equal to j. Like the normal tensor product,
the degree-preserving tensor product is associative and commutative up to a permutation of
the (non-degree) indices, and multilinear in its two arguments. Using this new variation of
the tensor product, we can also define a degree-preserving contraction in the same manner
as Eq. (2.4), such that the contraction of fourth-order tensors A and B is given by

Ciwtr = D Y AjuraBiri- (4.9)
Jatip=j @
The utility of these degree-preserving operations becomes apparent if we alter the fea-
turization in Eq. (2.22) to be

H(z;) = [(1) xo] , (4.10)

which simply embeds R (x;) along the diagonal of a 2 x 2 matrix. Note that the degree
index of this tensor matches up with the interaction degree of its non-zero elements, since the
first row (index 0) is a constant while the second row (index 1) is x;. This correspondence
is maintained by the degree-preserving tensor product of H® and H®):

) 1 0] [0 =] [o o0
() (k): )
H=ed lo o}’ [xk 0}’ [o me ! (411)

where the non-zero elements all have an interaction degree equal to their position along the
degree index. Since the zero elements do not contribute anything during a tensor contraction,
Eq. (4.11) also indicates that any degree-preserving contraction between H @ and H® would
likewise maintain the correspondence between degree index and interaction degree.

Using the degree-preserving tensor product and contraction operations, along with the
new featurization maps H (z;), the interaction decomposition of a tensor network regression
model can be carried out using the following procedure:

51



1. Add a degree index of size one (i.e., an index that can only take a value of 0) to each
component tensor of the network representing W. This increases the order of each
tensor by one, but leaves the actual number of elements unchanged.

2. Construct (implicitly) a modified data tensor X using the mappings from Eq. (4.10),
such that X (7) = HV(z;) @ H®(29) @ ... @ H™ (z,,).

3. Use degree-preserving contraction operations to contract X with the tensor network,
following whichever efficient contraction scheme is appropriate for the network archi-
tecture of the model.

4. If the decomposition is being used to contract a D-degree network, then the degree
index of all intermediate tensors can be be truncated to the largest degree in D.

Since the contraction of the network is done using degree-preserving contractions, the con-
tributions from each interaction degree are kept separate throughout the entire process. The
final output of the interaction decomposition (without truncation) is a second-order tensor
of the form

F(ZW) = [J O@FW), dO@BW), .., dm(F W)] , (4.12)

where d U)(#; W) is the degree-j contribution to the combined regression output f(#;W).
The computational cost of the procedure described above is best understood in terms of how
much additional complexity it adds on top of a standard contraction of the network. This
complexity comes from two sources: larger intermediate tensors due to the addition of the
degree index, and an extra sum over the degree index that is present in the degree-preserving
tensor product from Eq. (4.8). The first contribution is easy to characterize, since adding a
degree index simply increases the size of the original tensors by a factor that is on the order
of the maximum interaction degree j,,., in the decomposition. The second contribution is
more subtle, since the number of terms in the tensor-product sum depends on the relative
sizes of the degree indices of the two inputs. Consider again the tensor product between A
and B from Eq. (4.8), and let j, and j, be the largest value of the degree index for A and B
respectively, with 7 = j, + j» and j, < j». Then it it can be shown that the number of terms
s needed to generate all j + 1 slices of A ® B is given by

s=(Ja+1)(jo+1), (4.13)

which scales as O(j,j,). This means that, for a fixed j, the value of s can range from a
minimum of j 41 if j, = 0 to a maximum of §(j)?+ j + 1 for the fully symmetric case when
Ja=Jp = % j. Given that the last contractions in the interaction decomposition will have 7 on
the order of j,,4, this means that the most complex degree-preserving tensor products can
either scale as O(j2,,,) or O(jmaz), depending on the amount of symmetry between the two
input tensors. The fact that more symmetric contraction schemes can lead to worse scaling
(quadratic rather than linear in j,,..) is an interesting property of this method, although
the use of such schemes may still be desirable due to other computational advantages.

52



4.6.2 Tabulation of D-degree Model Performance

Table 4.1 and Table 4.2 show the results of the numerical tests described in Sec. 4.4 and
plotted in Figure 4.3 for MNIST and Fashion MNIST respectively, along with the relevant
cumulative accuracy values for the full models from Figure 4.2. Each value represents the
average percent test accuracy across ten different initializations of the given model type, with
the standard error of the last digit shown in parentheses. For the cumulative-j and degree-j
models the column label denotes the value of j, while for the full models they denote the
cumulative accuracy of the output up to the jth interaction degree.

4.6.3 Regression Model Comparisons

In Table 4.3, we compare our TR and TTN models with several low-order multilinear models
and a deep learning model, in terms of their number of trainable parameters, computation
time per epoch, and average accuracies on the 8 x 8 image datasets. The linear, bilin-
ear, trilinear, and tetralinear regression models perform unconstrained regression on feature
products of degree less than or equal to 1, 2, 3, and 4 respectively, which are the same re-
gressors used by the cumulative-7 models for 1 < j < 4. By “unconstrained”, we mean that
the coefficients for each feature product can be set arbitrarily rather than being generated
by a low-rank tensor network. To offer a comparison with state-of-the-art neural network
algorithms, we also provide the corresponding numbers for a convolutional neural network
(CNN) model based on the Inception [95] architecture, which contains the most parameters
and achieves the best performance on both datasets.
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Seconds | MNIST | Fashion MNIST
Parameters

per epoch | accuracy accuracy
Linear 65 2 84.7(1) 71.35(8)
Bilinear 2,081 2 96.47(1) 80.20(6)
Trilinear 43,745 3 98.13(2) 82.32(7)
Tetralinear 679,121 11 98.46(1) 82.33(3)
Full TR 51,200 2 98.31(2) 82.73(9)
Full TTN 250,560 3 98.49(3) 83.43(6)
Cumulative-10 TR 51,200 29 98.31(2) 82.60(7)
Cumulative-8 TTN | 250,560 18 98.57(1) 83.37(6)
Inception CNN 1,196,530 23 99.27(3) 86.64(9)

Table 4.3: Table of parameter number, seconds of computation per epoch (with batch size
of 64), and average classification accuracies on MNIST and Fashion MNIST for various
regression models. The averages were computed across ten different initializations, with the
standard error of the last digit given in parentheses.
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Chapter 5

Rank Analysis of Tensor Network
Models

This chapter is derived from unpublished work which focuses on the degree-limited multi-
linear models considered in [28]. We analyze how the rank of the tensor network ansatz is
impacted by regressors with different interaction degrees, and the implications this has for
tensor network regression models.

5.1 Introduction

One of the biggest open questions in tensor network machine learning is how to choose the
best network architecture for a given task. As discussed in Sec. 3.1, architectures differ
not only in their contraction scheme and parameter count, but also in the arrangement of
the virtual indices which connect component tensors together. The degree of connectivity
between portions of the network can be quantified using the multiplex rank, which was
introduced in Sec. 2.2.4 as the rank of the matricization of a given tensor. In the context of
regression, we are interested in the multiplex rank of the weight tensor for different bipartions
of the data features, as this will determine the bond dimension that is needed across that
partition for an exact representation of the model by a tensor network.

In this chapter, we derive upper bounds for the multiplex rank of the weight tensor as
a function of its maximum interaction degree and the size of the feature partitions. These
upper bounds precisely quantify the minimum virtual bond dimension necessary to represent
an arbitrary multilinear regression model up to the specified degree, and reveal how this bond
dimension changes at different locations in the network. We provide a general description
of our approach in Sec. 5.2, which makes use of braket notation from quantum physics. In
Sec. 5.3, we explicitly work through some simple examples, including the linear and bilinear
models, before developing a recursive algortihm that can solve for the multiplex rank for any
feature number, partition size, and interaction degree.

With this general-purpose algorithm in hand, we then consider specific applications and
interpretations of it in the context of tensor network regression. In Sec. 5.4.1, we quantify
how the bond dimension of an MPS model must vary with both the interaction degree and
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location of the virtual index. Interestingly, we find that the patterns of growth are not
simple, and that the bond dimension can go actually shrink as the partition size grows. In
Sec. 5.4.2, we show how the size of the bond dimension is driven almost entirely by feature
products which span the bipartition, and in Sec. 5.4.3 we show that the distance between
features in an interaction can significantly impact its effect on the bond dimension. Sec. 5.4.4
demonstrates that using the interaction decomposition from Chapter 4 allows for a modest
reduction in the bond dimension needed to represent a low-degree tensor regression model.
In Sec. 5.5 we discuss our results and offer potential directions for future work. An Appendix
is also provided which contains the more technical aspects of the work.

5.2 General Approach

5.2.1 Braket notation and excitations

For convenience and clarity, we introduce a new notation borrowed from quantum mechanics
called braket notation, with which we will use to describe tensors and tensor operations. In
this notation, any element of a vector space (e.g. a tensor from an mth-order tensor space)
can be represented using a ket, which looks like |IW) for the weight tensor W. The inner
product between the weight tensor and the data tensor | X) from Eq. (2.20) is written as

y = (W|X), (5.1)

where the notation (A|B) denotes the inner-product between tensors |A) and |B), with (A]
representing the dual tensor or bra of |A). Note that, like tensor diagrams, braket notation
conveys the contraction of tensors without explicit reference to any indices, although it is
generally taken to only represent full contractions between two tensors of the same shape.

Using braket notation, we can expand the weight and data tensors on a shared standard
basis as

1

X)= > alaleeal i) |ia) i) (5.2)

11,82,50.+,8m =0

W)= Y Wiy, lin) li2) -+ lim) (5.3)

i1,i2,-..,im =0

where the expansion coefficients in each expression are precisely those found in Eq. (2.23)
which describe the form of the regression function. To simplify our notation, we have
employed a common braket shorthand and written the tensor product |a) ® |b) as |a) |b).
The composite basis vectors |i1) |is) - - - |i,,) are elements of the same tensor product space
H = ®,V® inhabited by W and X, with |i;) being a standard basis vector for the
component space V).

As shown in Eq. (5.2), each standard basis vector can be uniquely associated with a
different product of features, with the jth feature being present in the product if |i;) = |1).
Taking inspiration once again from quantum physics, we refer to |i;) = |1) as an ezcitation
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in VU with the number of |1) states in a composite basis vector referred to as its excitation
number. Different interaction degrees correspond to different excitation numbers across the
composite basis of H, such that all linear terms are associated with basis vectors that have
one excitation, all bilinear terms are associated with basis vectors that have two excitations,
and so on.

To better emphasize the different interaction degrees which contribute to y, we can adopt
an alternative notation for the basis vectors of H which includes only the positions of the
excitations. Using this notation, the basis state |i1) |ia) - - - |i,,) With k excitations in sub-
spaces {VUD V02) | VUK is written as |jy, jo, ...5x), Where j; < jo < ... < jr. We denote
the state |0) |0) - - -|0), which lacks any excitations, as |0). With this labeling, the data and
weight tensors can be written out as

m m—1 m
X)) =100+ Y @ i) + > Y wha i de) + o @ [1,2,m) (5.4)

=1 J1=1j2=j1+1
m m—1 m
Wy =Wol0)+ 3 Wi lind+ D >, Wi livda) + ot Win m[1,2,om) . (5.5)
Jji=1 J1=1jg2=51+1
where Wj, ;. = (J1,...,Jk|W) gives the regression coeflicient for the feature product

xj, - -, and Wy is the bias term. Note that Eqs. (5.4, 5.5) are equivalent to Egs. (5.2,
5.3), except that the summations have been seperated out and relabeled to emphasize the
different interaction degrees. The inner product expression in Eq. (2.23) can be similarly
written out as

m m—1 m
Yy = W() + Z Vlel’jl + Z Z M/jleZEjIJ]jQ 4+ ...+ W1727...7m$1$2 s Ty, (56)
J1 J1=1j2=j1+1

where the contributions from the different interactions degrees are separated out into distinct
summations.

5.2.2 Partitioning the weight tensor

Our analysis of the weight tensor focuses on its multiplex rank, as that is the property
which most directly determines the bond dimension and connectivity needed for a tensor
network representation (see Sec. 2.2.4). When computing a multiplex rank, we partition the
components of the tensor product space H into two disjoint sets, forming new spaces A and
B such that H = A ® B. A tensor |T') in H can then be decomposed into the sum of tensor
products between tensors in A and B,

T) = [AD)[BD),  ]A9) € A, |BY) € B, (5.7)
i=1

where the elements of |[A®) and |B®) are entirely unconstrained. The minimum value of 7
needed to represent |T) (using an appropriately chosen {|A@)}"_ and {|B®)}._,) in this
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form is the multiplex rank of the tensor with respect to partitions A and B. The maximum
value of this rank is given by min(|A[, |B|), where |A| and |B| are the dimensions of A and B
respectively, while the minimum value for a non-zero tensor is 1.

An element-wise interpretation of Eq. (5.7) can be easily obtained by borrowing tech-
niques from matrix analysis. We consider an expansion of |7') on a standard basis of H
constructed from the tensor product of bases in A and B:

Al [B]

T) = > Tiaiw lia) lin) (5.8)
ia=lig=1
where {|i A>}L§|=1 and {|i B)}Lg‘zl are orthogonal tensors (which need not be rank one) that
span A and B respectively, and T is the matrix of expansion coefficients. We can then write
|T") in terms of its “rows” by summing over the column index ip of T

|A] B
)=l I, T = T lis) (5.9)
ia=1 ip=1

where |T;,) is the isth “row” of |T) and T, = span({|Tl-A>}Li|:1) is its corresponding “row
space”. The multiplex rank of |T") for this partition is thus given by |T,|, which is simply
the number of linearly independent rows in the matrix 7;,;,. Note that since A and B will
usually be tensor product spaces themselves, T} ,;, represents a matriciziation of the tensor
T, with 74 and ip serving as compound indices that jointly address every combination of
positions (in an arbitrary ordering) along the axes of the multidimensional tensor element
array.

To analyze the multiplex rank of a given weight tensor |W), we will partition the m
features of its implied dataset into two disjoint sets A and B, such that the set of all features
X is given by AU B. Without loss of generality, we will take A to be the smaller of the two
sets, so that |A| < |B] and |B| = m—|A|. In order to more easily refer to features in different
partitions, we introduce vectors @ and b to hold the elements of A and B respectively in an
arbitrary order. This allows us to hereafter consider the ith feature in A to be a; and the
jth feature in B to be b,.

The partitioning of the features into A and B leads directly to a partitioning of the tensor
product space H into vector spaces A and B

H=A®B, A=QQVY, B=V" (5.10)

i€T4 i€Tp

where Z4 = {i | x; € A} and Zp = {i | x; € B} are sets of indices corresponding to the
features in A and B respectively. In words, Eq. (5.10) states that H can be decomposed into
the tensor product of two vector spaces which are themselves formed from the component
spaces VO associated with features in A and B respectively. Using the excitation-based
notation introduced in Sec. 2.3, we can write basis vectors of H as the tensor product of
basis vectors in A and basis vectors in B. As an example, if X = {1, 29,23, 24}, and we
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partition these four features into A and B such that @ = [z, 7] and b = [z, 7], then the
basis vector |1) |1) |0) |1) associated with product x1zox4 is written as |1, 2) |2), since a; = 21,
as = x9 and by = x4. When indexing elements of |[W), which can in general be associated
with features in both A and B, we use subscripts to denote indexing with respect to @ and
superscripts to denote indexing with respect to b. Using this convention, the regression
coefficient for x1x9x4 in our example would be written as Wﬁ2.

Once the features have been partitioned into A and B, we can expand |W) on the

excitation bases of A and B and then sum together the components of B, as was done in
Eq. (5.9). This gives

|A| [Al-1  |A]
W) = 10) [Wo) + ) lin) Wiy + D > inyin) [Wisy) + oo 11,2,y [A [Waaja)
i1=1 11=1 10=01+1

(5.11)
where the vector |W;, ;. ) represents the vector in B associated with basis vector |iy, ..., i)
in A. We refer to these as the “row vectors” of |IW) with respect to the given partitioning,
and they have the form

| B |B|-1 |B|
; . i . 1,..,|B
Wirin) = Wi 10)+ D W2 i)+ > ST Wi i o) + o+ WL, 1B)
ji=1 J1=1 jo=j1+1

(5.12)
Focusing on the expansion terms in Eq. (5.12), we can see that basis vector |ji, ..., Jjs)
in B is weighted by the regression coefficient corresponding to the feature product
@i, iy - - @, b, bj, -+ bj,. Note that the features from A in the product are determined by
the basis vector |iy, ..., 1) from A that |W;, ;) is associated with in Eq. (5.11), while the
features from B are determined by |ji, ..., j,) from B. As discussed earlier, the multiplex
rank of the weight tensor across the partition is equal to the number of linearly independent
row vectors, which is ultimately dictated by the values of the regression coefficients. Our
analysis will therefore focus on how different forms of the regression function impact the
rank structure of |IW).

5.3 Rank Upper Bounds

5.3.1 Single-Feature Partition

To begin our analysis, we consider the simple case where a set of m features have been
partitioned such that A contains only a single feature, which we chosen arbitrarily to be ;.
Therefore, we have @ = [1] and b = [zs, ..., ). Since A = V) the basis vectors of A are
simply {|0),|1)}, which denotes either the presence of absence of x; in the feature product.
Expanding the weight tensor |W) as in Eq. (5.11) gives

(W) =10) [Wo) + [1) [Wh), (5.13)

where |IWy) contains the regression coefficients for products which do not include z; and
|IW1) contains the coefficients for products which do include x;. It is readily apparent that
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the rank of |[W) across this single-feature partition is at most two, which is equal to the
min(|A|, |B|) upper-bound mentioned in Sec. 5.2.2.

Let us assume that we are performing regression on all possible feature products. If
the coefficients of the weight tensor are chosen at random, then its rank will be two with
probability one. That said, it is worthwhile to consider the form of regression that would be
necessary for |TW) to have a rank of one across the partition, which is equivalent to having
|[Wo) o< [W7). Full expressions for the two column vectors are given by

|B] [B]-1 |8

Wo) = Wol0) + S Wit i) + 3 S Wi iy i) + o+ WIS 1B (5.14)
i1=1 i1=1 i9=i1+1
|B] [B-1 |8

W)y =W lo)+ > Witlin)+ > D> Wi liin) + ..+ WP 1By, (5.15)
i1=1 i1=1 i9=i1+1

from which it is clear that [Wp) oc [W;) holds if and only if Wi+ = ¢V for all excitation
numbers k and indices {iy, ..., iy }. Note that the proportionality constant ¢ must be the same
for every coefficient.

5.3.2 Linear Regression

In linear regression, we consider a model of the form f(f) =0 O 4 Wy 4 ...+ 0 Mg,
for some set of coefficient vectors {w;}",. This means that the only non-zero elements of
the weight tensor in a linear model are those associated with one or zero excitations. These
elements can be grouped into those where the excitation is in A and those where it is in B
(i.e. corresponding to a feature in A or a feature in ). Under these conditions, Egs. (5.11,
5.12) become

lA|
W) = |0) [Wp) +Z i) W) (5.16)
1B
[Wo) = Wy [0) + Zwi iy, (W) =W;0), (5.17)

where the forms of the row vectors |W;) are constrained by the fact that B cannot have any
excitations if there is already an excitation in A. Eq. (5.17) shows that every |W;) is directly
proportional to |0), so the second term in Eq. (5.16) becomes (Zlﬁl W;1i)) |0) and thus the
row space of |IW) is spanned by {|W;),]0)}. This immediately implies that the multiplex
rank of the linear regression weight tensor can be at most two for any partitions A and B.
Since the row space is only two-dimensional in this simple case, we can compute the

singular values of the matricized weight tensor W analytically as a function of the regression
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coefficients. This gives

) HWHQ—\/(HWHQ) 4 (W2 - 3 (W)

o] = 5 (5.18)
2 2 | A| |B]
02— IWI[* + \/(HWH 22 ((W3)2- 3052, (W)?2 | (5.19)

where 0y and oy are the singular values of W with respect to an arbitrary bipartitioning.
Note that o, will always be non-zero so long as |[|[W][|> > 0 (i.e. at least one coefficient
is non-zero), but o; will vanish if the regression coefficients are all zero in just one of the
partitions. The complexity of W is maximized, in a sense, when oy = 05, which occurs when
the bias b is zero and when the squared magnitudes of regression coefficients for features in
A and B are equal.

5.3.3 Bilinear Regression

When we include bilinear terms in our regression model, the maximum number of excitations
increases from one to two. As before, the non-zero elements of W can be grouped based on
the number of excitations in A and B, with a total of three different groups based on whether
there is zero, one, or two excitations in A. Using these groupings, |W) is given by

|Al |A|-1 |4
M%wwm+ZmWH§:ZMﬁW» (5.20)

where terms of the form |7, j) [IV;;) have two excitations in A, terms of the form |i) |W;) have
one excitation in A, and the term |0) |Wj) has no excitations in A. The row vectors in these
different groups are given by the following truncations of Eq. (5.12):

|B] [B-1] |B]

[Wo) = Wo |0) + Zwl |2) + Z Z Wi, j) (5.21)
i=1 i=1 j=i+1
B

Wa) = Wi [0) + > W/ |j) (5.22)
=1

[Wiz) = Wi; [0) . (5.23)

While Egs. (5.21 - 5.23) can potentially describe W unique vectors, it is important
to note that this is not a tight upper bound on the dlmension of the row space, since the
|W;;) are all proportional to one another regardless of the second-order coefficient values
Wi;. Indeed, it is apparent by inspection that at most |.A| 4+ 2 of the row vectors can be
linearly independent, so we have that the multiplex rank is less than or equal to |A| + 2.
This bound is tight for all |A| > 1, since with |A| = 1 there cannot be two excitations in A
and therefore the [W;;) must all vanish. In contrast with the » < 2 bound found for linear
regression in Sec. 5.3.2, the bound we have derived here for bilinear regression is not the
same for all partitions, but rather scales linearly with the size of the smaller partition.
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5.3.4 Multilinear Regression

Having worked through some simpler examples, we will now consider a generic upper bound
on the multiplex rank of a weight tensor when used for multilinear regression of degree d.
First, we note that the row vectors described in Eq. (5.12) inhabit subspaces which are the

direct sum of excitation subspaces {E(dB)}ﬁ‘:l of B:

Wiyin,) € EDE, E) =span({|ir, ....ig,)}), dp = min(d —dg, |B]),  (5.24)

where d, and dp are the number of excitations in A and B respectively. In words, Eq. (5.24)
states that the row vector |W;, ; dA) has support on basis vectors with up to dg excitations,
where dp is the maximum possible number of excitations in B given that there are d, exci-
tations in A. The dimension of E(%®) has the simple combinatorial form

dim(E@)) = ('Zl), (5.25)

which is the number of ways to distribute dp excitations among |B| features. Note that the
excitation subspaces are very similar to the degree-j subspaces DY from Sec. 4.2.1, except
that those subspaces were spanned by basis vectors of the full tensor space H rather than
the partitioned space B.

The subspace decomposition given in Eq. (5.24) can be combined with a grid-based
visualization of the row vectors from Eq. (5.12) to help guide our analysis. This grid has
a height of h = 1 + min(d, |A|) and a length of £ = 1 + min(d, |B|), where min(d, |.A4])
and min(d, |B|) are the maximum number of excitations that can be placed in A and B
respectively. The position (dg, dp) on the grid, indexed from zero, is mapped to the generic
expression given by Eq. (5.12) for the projection P of [W;,_;, ) onto E(ds);

1.1

‘B‘—dﬂg-‘rl |B|—d]B+2 |B|

Pow Wi} = D D = > W | da), (5.26)

=1 je=ji+1 Jdg=Jdg—-1+1

such that each row is uniquely identified by the number of excitations in A and each column
is uniquely identified by the number of excitations in B.

To give an example of how these grids are constructed, we can revisit bilinear regression
from Sec. 5.3.3 and grid the row vectors in Egs. (5.21 - 5.23) as

Wolo) + > W [ji) + > W[y, o) (5.27)
Ji Ji,j2
Wi [0) + > Wi i) + 0 (5.28)
J1
Wi, [0) + 0 + 0, (5.29)

where each row and column has a consistent number of excitation in A and B respectively.
We have assumed here that |A| > 2, so the dimensions h = ¢ = 3 of the grid are determined
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by the maximum degree d (i.e. the maximum allowed number of excitations), which is two.
The utility of this grid comes from its clean separation of the different excitation subspaces,
with the ith column containing all projections into E®. This makes it easier to determine
any linear dependence relationships that might exist between the row vectors, since linear
dependence must hold within each subspace. Note that to reduce clutter we will generally
omit the summation limits when writing out grid expressions.

It is worth considering how the grid pattern changes for different values of | A|, |B|, and
d, since this will make it easier to understand the corresponding changes in the multiplex
rank bound. When d < |A|, the grid will be square and have a triangular structure like that
seen in Egs. (5.27 - 5.29), where all grid cells with dg + dy > d (the sum of excitations in
each partition greater than the total number of excitations) are zero. When |A| < d < |B|,
we have that h = |A| and ¢ = d, so the height of the grid will be smaller than its length.
The grid will still have a triangle structure, with dg + dy > d cells being zero, but the
row vectors |W;, ;,) at the bottom of the grid will have non-zero projections beyond the
E© = span({|0)}) subspace. As an example, if we consider trilinear regression (i.e. d = 3)
with |A] = 2 and |B| > d, then the grid of row vectors is

Wolo) + Y W) + > WHR[ji o) + > WIRE |y o ja) (5.30)
j J1,J2 J1,J2,73

Wi, [0) + ZW )+ Y WL ) + 0 (5.31)
j J1,J2

Wi, [0) + ZWZJ;,Z ) + 0 + 0, (5.32)

where it is apparent from Eq. 5.32 that the row vectors with dy = 2 can have non-zero
projections in E®. Similarly, if d > |B| then the grid dimensions will be |A| x |B]|, with the
value of d determining how large the triangle of zeros will be in the bottom-right corner. For
the most extreme case of d = |A| 4 |B| = m, there are no zeros in the grid and thus every
row vector can have support in each excitation subspace.

With this groundwork laid, we now construct an algorithm which gives a tight upper
bound for the multiplex rank of a given weight tensor. This bound will necessarily be a
function of the partition sizes |A|, |B| and the maximum interaction degree d. Our approach
will be to sequentially populate the excitation subspaces, starting from the highest excitation,
with linearly independent vectors drawn from the set of row vectors. There are two important
quantities for us to consider here: the number o, of row vectors with support on the dgth
excitation space, and the size 34, = dim(E B ) of the dpth excitation subspace. While (g4,
is just given by Eq. (5.25), the expression for ag; is

min(|Al,d—dp)

=Y (lﬁ). (5.33)

da=0

The terms in the sum are the number of row vectors associated with d, excitations in A (i.e.
[{|Wi,..is, ) }]); which is simply the number of ways to distribute du excitations among the
features in A. The upper summation limit is the maximum number of excitations that can
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be placed in A, given that dg of the d total excitations have already been placed in B. In
the context of the grid visualization, this limit plus one indicates which row the triangle of
zeros pattern starts for the dgth column.

With definitions for ay4, and 4, in hand, our algorithm for determining the multiplex
rank r for the weight tensor is given by

min(d,|B]|) min(d,|B])
r= E Vdy, Udy = Min |og, — E Vay, B | (5.34)
dp=0 d=dg+1

where v, is the number of linearly independent vectors placed in the dgth excitation subspace
E(@) . The motivation for this recursive series is that we start by placing as many vectors as
possible into the highest excitation subspace E(®) with the number of such vectors equal to
either the size ;. of the subspace or the number ag, of row vectors that have support on that
subspace (whichever is smallest). We then repeat this same process for the second-highest
excitation subspace, except that the number of available row vectors is equal to oz, minus
the number of row vectors that we already used to fill the highest excitation subspace. This
subtraction is critical, because every vector with support in E® also has support in EY) for
J < i (which is why the pattern of zeros in the grid is lower triangular), therefore agz,_;, on
its own counts vectors that we already used to span E(%). Repeating this analysis across the
entire sequence of excitation subspaces yields the recursion relation in Eq. (5.34).

As a sanity check, we can confirm that Eq. (5.34) yields the ranks we found for the
simpler cases considered in Secs. 5.3.1 - 5.3.3. For a single-feature partition where |A| = 1,
|B] > 1, and d = m, Eq. (5.33) gives ag, = 2 for all dz. Then we have dp = |B| and therefore
vy = min(a g, (Ig:)) = 1. By the recursion relation, vj—1 = min(az-1 — v}z, (|B||Bll)) =1,
since ap—1 = 2. For E(B-1 | we have that ajg—1 = 2 and v + vg—1 = 2, so therefore
vg—2 = min(0, (‘gﬁl)) = 0. Note that once the number of available vectors for a given
excitation subspace is zero the recursion can be halted, since this implies that all row vectors
have already been utilized. Putting everything together, the multiplex rank is given by
Eq. (5.34) as 7 = vz + vj5-1 = 2, matching what we found in Sec. 5.3.1.

For linear regression, d = 1 and thus we need only consider vy and v, corresponding
to E© and EM respectively. By Eq. (5.33) we have the a; = 1 and o = | A| + 1, while
by Eq. (5.25) we have that 5, = |B| and fy = 1. This means that v; = min(1, |B|) = 1
and v9 = min(|A| +1 —1,1) = 1, so r = 2 as found in Sec. 5.3.2. For bilinear regression,
By = 1|B|(IB]=1), as = 1, oy = |A|+1, and ag = 5 (| A]*+|A|+2), s0 v2 = min(1, 1|B|(|B| -
1)) =1, v; = min(J4] + 1 — 1,[B|) = |A4], and vo = min(F(JAP? + |A| +2) — |A] — 1,1) =
min(3(JA]* — |A|),1). The value of vy is 0 if [A| = 1 and 1 otherwise, so r = |A] + 2 if
|A| > 1 and r = 2 if A = 1, precisely as we found in Sec. 5.3.3.
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5.4 Applications to Tensor Network Regression

5.4.1 Bond dimension of low-degree regression models

As discussed in Sec. 2.2.4, the multiple rank of a tensor sets a lower bound on the bond
dimension needed to exactly represent it using a tensor network. When considering the
weight tensor represented in a tensor network regression model, the rank upper bounds
derived in Sec. 5.3 translate into tight lower bounds on the bond dimension needed to carry
out unrestricted multilinear regression up to degree d. By analyzing the multiplex rank
bounds for each degree as a function of partition size |A| and feature number m, we can
understand how the bond dimension grows and shrinks for different virtual bonds in the
network.

As a specific example, we can consider the MPS regression model from Sec. 3.1.2, in which
the featurization vectors are arranged in a line and joined together by a chain of third-order
component tensors. The virtual bond between components A® and At is constrained by
the multiplex rank across partitions {z1,..,2;} and {x;1, ..., 2}, which can be computed
using the recursive algorithm from Eq. (5.34) with A defined to be the smaller of the two
partitions. In Figure 5.1, we show plots of the bond dimension needed for unconstrained
multilinear regression using an MPS model as a function of virtual index position, with the
ith position corresponding to the index between A® and A+, We have taken m = 784,
which is the number of pixels in the MNIST and Fashion MNIST images.

The plots in Figure 5.1 reveal some interesting behavior. The first row of plots, cor-
responding to linear and bilinear regression, conforms to the constant and linear scaling
expressions from Secs. 5.3.2 and 5.3.3 respectively. In the bilinear curve we can see mirror
symmetry at index position % = 392 which is shared across all plots, since this marks the
point where an increase in the index position corresponds to a reduction in the size of A.
More interesting is the behavior observed for trilinear (degree 3) regression, in which the
bond dimension increases rapidly at first but then suddenly plateaus at index position 40.
The degree 5 plot shows an even more extreme discontinuity, as its rank actually starts to
decrease at position 112, despite the fact that |.A| continues to grow. In the bottom row of
plots, corresponding to very high interaction degrees, we see complicated spiked curves with
multiple minima and maxima, although the bond dimension still grows on average with the
index position until the halfway point.

The precise relationship between multiplex rank, interaction degree, and partition size is
complicated (see Appendix 5.6.1), but we can motivate some of the broader trends observed
in Figure 5.1 by considering the impact of increasing |.A|. Since there are only a finite number
of features, the growth of |4] must be offset by the shrinking of |B|, and these two changes
have opposing effects on the multiplex rank. An increase in |A| leads to a larger value of «; in
Eq. (5.33), which means that there are more row vectors available to populate the excitation
subspaces and thereby increase the multiplex rank. On the other hand, a decrease in |B]
leads to a decrease in the size of all excitation subspaces E® (except E(®), which will tend
to reduce the multiplex rank. For any given increment |A| — |A| + 1 the sizes of these two
competing effects will vary, and therefore the multiplex rank may grow, shrink, or remain
the same.
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Figure 5.1: Plots of bond dimension versus virtual index position for an MPS model rep-
resenting unconstrained multilinear regression up to the given degree. The bond dimension
corresponds to the multiplex rank of the weight tensor with respect to partitions formed to
the left and right of the virtual index. Since the multiplex rank is a function only of the two
partition sizes rather than their specific contents, the plots are symmetric around the index
position corresponding to F = 392, where |A| = |B|. At larger degrees, the bond dimension
curves are complicated functions of | A|, m, d, which we discuss in Appendix 5.6.1.
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Figure 5.2: Plot of MPS parameters (blue) and regressor number (black) versus interaction
degree for m = 784 features. The parameter curve gives the number of MPS component
tensor elements needed to perform arbitrary multilinear regression up to the specified degree,
while the regressor curve gives the number of non-zero elements in the weight tensor W.

68



Aside from the shapes of the curves in Figure 5.1, it is also worth considering the actual
magnitudes of the bond dimension across different index positions and interaction degrees.
These magnitudes dictate the number of parameters needed for an MPS model to perform
unconstrained regression up to the specified degree, which can allow us to assess the efficiency
of the tensor network representation as well as its limitations. Given that the multiplex rank
provides a tight lower bound on the MPS bond dimension [49], the minimum number of

model parameters |6 is
m—2

6] =8+ ] 2ririn, (5.35)
i=1

where r; is the multiplex rank of W for partition A = {1, ...,2;}, and the eight additional
parameters come from the 2 x 2 matrices at each end of the MPS!. In Figure 5.2, we give a
plot of these parameter numbers as a function of maximum interaction degree (i.e. regression
on all feature products less than or equal to the specified degree), alongside a curve showing
the actual number of feature-product regressors. The most obvious thing to note is that the
number of parameters needed for arbitrary multilinear regression is very large, with even
bilinear regression already requiring over 107 parameters when m = 784 features. This is far
in excess of the actual number of bilinear regressors, which is only about 300,000.

A similar inflation of parameter number is seen across all interaction degrees, and demon-
strates that their is an inherent inefficiency in using a tensor network to exactly represent
the weight tensor. This is unsurprising, however, as the purpose of networks such as MPS is
to create low-rank approximations rather than identical recreations. Nonetheless, the bond
dimension curves from Figure 5.1 paint a stark picture of just how significant the low-rank
restriction is. Assuming that we set the bond dimension of our MPS regression model to 20,
which is a reasonable value, the model is already placing massive constraints on the bilinear
coefficients, let alone those of the higher-degree regressors. Indeed, a bond dimension of 20 is
sufficient for unconstrained bilinear regression only when m < 39, at which point the curse of
dimmensionality is minimal anyway for small interaction degrees. That being said, the util-
ity of a tensor network regression model comes not from its ability to perform unconstrained
regression at a low interaction degree, but rather in doing constrained regression across a
wide range of degrees. From this perspective, the large magnitudes found in Figures 5.1 and
5.2 are neither surprising nor concerning, as we always intend to place severe restrictions on
the multiplex rank of the weight tensor.

5.4.2 Significance of inter-partition regressors

In the previous subsection, we found that the multiplex rank of a high-degree weight tensor
grows rapidly with the number of features in the smaller partition A, but it turns out that
not all of the regression coefficients contribute equally to this growth. Given the feature
partitions A = {x1,...,214} and B = {2411}, ..., Tm }, We can classify each feature-product
regressor T, T;, - - - T;, based which partitions the individual features are drawn from. We refer
to a regressor as intra-partition if all of the features in the feature product are drawn from

'For simplicity we are neglecting the parameters in the output component, which is equivalent to assuming
that the prediction vector ¢ contains only a single element.
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a single partition, while a regressor with at least one feature from each partition is classified
as inter-partition. Using the notation introduced in Sec. 5.2.1, the regression coefficients
corresponding to intra-partition regressors are written as either W, _;, or Wit-da for d-degree
feature products, depending on whether the features all come from A or B respectively. On
the other hand, coefficients for inter-partition regressors always have the form I/Vljllliim, where
dp of the features are from A and dp of them are from B.

With this inter-partition versus intra-partition distinction in mind, we can look back
at the row vector expressions in Eq. (5.12) and see that each row vector has only a single
component that does not involve inter-partition coefficients. Unsurprisingly, this component
corresponds to the basis vector |0), which spans the zero-excitation subspace E(°). The one
exception is |Wy), where every coefficient is intra-partition. If we require that all features
be from either A or B, then we are restricted to a single row vector that has support across
all excitation subspaces (all columns of the matrix), and a large number of row vectors that
that have support only on E© (the first column of the matrix).

The practical significance of all this is that the multiplex rank of the weight tensor is
determined almost entirely by the inter-partition coefficients. To give a concrete example,
we can consider a weight tensor where all inter-partition coefficients are set to zero. This
would result in a regression model for which the interaction degree is at most |B| among
feature-products from B and at most |A| among feature-products from .A. The row vector
grid for the weight tensor would be

Wol0)  + D W)+ D W) bk > WIIE G i) (5.36)
Ji

J1,J2 Jisesd)B]
W, [0+ 0 + 0 + .+ (5.37)
Wi [0)  + 0 + 0 + ...+ 0 (5.38)
: : : : : (5.39)
Wiy ipa 10) + 0 + 0 + ...+ 0, (5.40)

which shows that there can be a maximum of two linearly independent row vectors for any
values of |A| and |B|. Note that in order for the multiplex rank to be one, all of the intra-
partition regressors in either |A| or |B| would need to also be set to zero. This implies that,
contrary to what might be expected, factorization of the weight tensor across the partition
is not in general possible even if all inter-partition coefficients are removed.

5.4.3 Short-range and long-range interactions

Given a specific network architecture, it is natural to ask whether certain kinds of feature
interactions are more costly to represent than others. It it is well-known in quantum physics,
for example, that an MPS-based quantum state favors short-range correlations between sites
on a 1-D lattice [60]. While it is possible to represent states with long-range correlations using
an MPS, it generally requires a significantly larger bond dimension. In this subsection we
carry out a similar analysis for short-range and long-range interactions in an MPS regression
model, and quantify the impact of interaction distance on the bond dimension.
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To begin, we induce a distance measure between the features by mapping them onto a
1-D grid. The initial ordering of the features is unimportant for our purposes, so we will
simply take x; to be the element on the ¢th grid point. With this spatial arrangement, the
distance between z; and x; is given by |¢ — j|, which is one plus the number of features
separating x; and z; on the grid. For m features, the maximum possible distance is m — 1,
while the shortest distance is 1. Since our analysis will be focused on bipartitions of the
features that are contiguous on the grid, we define the split point to be the the value of @
such that xq,...,x; are in the left partition and z;,4, ..., z,, are in the right partition.

Let us now consider a generic split point s < % — 1 which divides the features into
a smaller partition A = {xz1,...,xs} and a larger partition B = {1, ...,2n}. When all
inter-partition regressors are set to zero, the row vectors of the matricized weight tensor
are identical to those in Egs. (5.36 - 5.40) with |A| = s and |B] = m — s. If we introduce
an interaction between z; and z,,, which is to say that we assign a non-zero coefficient
to regressor 1%,,, then row vector |WW;) becomes Wy |0) + |W7™)|m). This increases the
multiplex rank of the weight tensor by one, since the row vector now has support on E) in
addition to E(©. If we introduce another interaction, this time between z, and z,,1, then
W) = W, |0)+W:t! s + 1) and we again increase the multiplex rank by one. It is important
to note that the distances of the x,z,, and z,xs,; interactions are 1 and m — 1 respectively,
yet they both increase the multiplex rank by the same amount. This reflects the fact that
excitation subspaces have no notion of distance, with a change of W; [0) — W; |[0) + W7 |5)
in a row vector having the same implications for linear dependence regardless of the value of
j. Indeed, for fixed partitions A and B the relevant quantity is the number of inter-partition
interactions?, rather than their distance.

The significance of the interaction distance become apparent when we consider the impact
of a given interaction across multiple partition schemes. Continuing with the zqx,, and xsx, 4
interactions, let us shift the bipartition split point from s to s+1, such that A = {x1, ..., 2511}
and B = {xs12,...,Tn}. With respect to these new partitions, the z,xs, 1 interaction now
lies entirely in A, and therefore no longer contributes to the corresponding multiplex rank
of the weight tensor. The xyx,, interaction, by contrast, still spans the two partitions and
will therefore continue to increase the multiplex rank. We can repeat this analysis for all
possible split points 1 < ¢’ < m — 1, and find that the z;x,, interaction always spans the
two partitions, while the z,z,,; interaction only spans the partitions when s’ = s.

For an MPS regression model, the significance of our analysis here is that a long-range
interaction will increase the bond dimensions of more virtual indices than a short-range
interaction will. The x;x,, interaction, for example, could increase the bond dimension for
every virtual index in the network, while the x,rs,; interaction would only increase the
bond dimension of the virtual index between z; and x,.;. In this sense, we can say that
the MPS regression ansatz shows the same limitations as the MPS ansatz from quantum
physics, in that long-range interactions require larger bond dimensions and are thus more
costly to represent than short-range interactions.

To provide a concrete example, we will consider two different bilinear MPS regression

2We should note that the number of interactions is still not the only factor to consider, since the multiplex
rank is reduced if the same feature participates in multiple interactions.

71



models: one has exclusively nearest-neighbor interactions, while the other has an equal
number of interactions that are randomly distributed. In this context, a nearest-neighbor
interactions encompasses any regressor of the form z;x;, 1, or equivalently any interaction
with a distance of 1. Given m features, there are m — 1 such interactions, so both models will
have a total of m—1 regressors of degree 2 (as well as m degree-1 regressors and a bias term).
If we again consider an arbitrary split point s < 3 —1, then the only inter-partition regressor
in the nearest-neighbor model will be xsx,,;. This means that the bond dimension for each
virtual index will be at most three regardless of the value of m, which is much smaller in
general than the maximum value of % from Figure 5.1. By contrast, the bilinear model with
m — 1 randomly-distributed interactions will have an average bond dimension that scales
linearly with m (maximum of about 300 for m = 784), and therefore be impractical for data
with a large number of features.

5.4.4 Rank reduction through embedding

In Chapter 4, we utilized the interaction decomposition to selectively retain only a subset of
regressors in a tensor network regression model, thereby generating a degree-limited model
similar to those that we have been considering here. However, a key difference is that the
interaction decomposition can generate low-degree regression functions without requiring
that the high-degree elements of the weight tensor be set to zero. It is reasonable then to
ask how the multiplex rank of a cumulative-d interaction decomposition model from Sec. 4.4
may differ from that of a standard tensor regression model, which we will refer to here as
the “zeroed” model.

To see more clearly the difference between an interaction decomposed model and a zeroed
model, we can look at the row vector grid corresponding to a cumulative-2 (i.e. bilinear)
model:

Wol0) + Zwﬁ ) + YW [y, ja) (5.41)
J1,J2
Wi, |0) + Zw»ﬂ ) + D¢ |, ) (5.42)
Ji,J2
Wi, [0) + Z% ) + D> Gl [, o) (5.43)
Ji,J2
where ¢/ is a parameter whose value can be set arbitrarily, since it will not actually be

1 7
included 11n kthe regression. Comparing Eqs. (5.41 - 5.43) to the bilinear grid from Eqs. (5.27
- 5.29), the most significant difference is that every row vector in the cumulative-2 weight
tensor can span the entire set of excitation subspaces, since the values of the free parameters
fllf: are not constrained to be zero. Given that the output of the model is determined
exclusively by the I/Vz]l1 Z“ coefficients , we can view Eqs. (5.41 - 5.43) as the embedding of a
low-degree weight tensor within a tensor with maximal degree.
As shown in Appendix 5.6.2, the multiplex rank of an embedded weight tensor will in
general be less than the corresponding weight tensor which has its higher-degree coefficients

explicitly set to zero. As a simple example, we can easily show that almost all linear regression
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Figure 5.3: Plot of the parameter ratio for an MPS representing the embedded weight tensor
over an MPS representing the zeroed weight tensor, with m = 784. In all cases the number
of parameter is on the same order of magnitude, although the embedded network is always
smaller. There is a clear oscillation in the ratio at lower degrees, which eventually smooths
out into a roughly linear downward trend at higher degrees.

functions can be represented using rank-one weight tensors if the higher-degree contributions
are ignored. Given row vectors [Wo) = Wy [0) 4=, W7 |j) and [W;) = Wi [0) + 3=, &7 |4), we
will have |W;) o< W) for all i if

WIiW;
0

m I,[,z
W;) = § W, |0) + N = — [Wy), 5.44
[Wi) £ 10) W 17) Wo| 0) ( )

where we have set ¢ = WI;,—W In a full contraction of the weight tensor, the second-
degree term present in Eq. (5.44) would interefere with the regression function, but using
the interaction decomposition we can efficiently remove it. Note that gzﬁg will be undefined
if Wy = 0, so regression functions with no bias term are not factorizable. Interestingly, this
means that shifting the data features can in principle lead to models of differing complexity,
although in practice Wy = 0 can be approximated to high precision.

Given a reduction in the multiplex rank, we can expect a reduction in the number of
parameters needed to represent the weight tensor using a tensor network. In Figure 5.3, we
plot the ratio of MPS parameter number for the embedded and zeroed weight tensors at
different interaction degrees, with the raw parameter number for the zeroed model having
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been given in Figure 5.2. The plot clearly shows that the embedded and zeroed weight
tensors have parameter numbers on the same order of magnitude, with the embedded MPS
always requiring somewhat fewer elements. The most significant reductions are seen in the
linear model and at higher interaction degrees, with odd degrees showing a greater effect
than even degrees. The patterns seen in Figure 5.3 are driven by broader trends in the bond
dimension, which can be seen in Figure 5.4 from Appendix 5.6.2.

5.5 Discussion

The objective of our work in this chapter was to find a precise quantitative relationship
between the interaction degree of a regression model and the bond dimension needed to
represent it via a tensor network. The key quantity underlying this relationship is the
multiplex rank, and we therefore derived a general algorithm to compute its upper bound
given a feature number, partition size, and interaction degree. With this algorithm, we then
probed various properties of the bond dimension in the context of tensor network regression,
with an eye toward understanding how the form of the weight tensor can place greater or
lesser demands on the network.

The benefit of this kind of analysis is that it offers a clear mathematical framing for
many questions that can be asked about tensor network models. We expect intuitively that
a larger bond dimension should be associated with more sophisticated regression models, and
in Sec. 5.4.1 we were able to demonstrate that this is true if a model’s maximum interaction
degree is taken as a measure of its sophistication. For MPS models, it is commonly assumed
that the tensor network ansatz must favor short-range correlation between features, though
precise descriptions of these “correlations” have been lacking. In Secs. 5.4.2 and 5.4.3, we
showed that interactions between features far apart on the MPS chain have a larger impact
on the bond dimension of the network than interactions with a shorter range. This reasoning
could be generalized to other tensor network architectures, such as PEPS (see Sec. 3.1.4), to
see whether they possess the same properties that have been observed in quantum physics.

Beyond answering existing question, the multiplex rank analysis in this chapter also
provides a straightforward method of investigating new tensor regression algorithms. For
the interaction decomposition models proposed in Sec. 4.4, we showed in Sec. 5.4.4 that the
degree-limited regression function can be embedded into weight tensor of maximal degree,
and that this tensor can have a multiplex rank smaller than a weight tensor whose higher-
degree coefficients were explicitly set to zero. However, we also showed that this leads to only
a modest reduction in the number of parameters in a model, and therefore does not itself
represent an especially compelling reason to employ these kinds of models. Any algorithm
which seeks to reduce the required bond dimension of a tensor network model can be similarly
evaluated by probing the characteristics of its multiplex rank.

It is important to note that all of our work in this chapter was done without making
reference to any specific properties of the underlying dataset. While the number of features
was significant, the structure and identity of the those features was entirely irrelevant to
our analysis. This was a deliberate choice, as the dataset determines the composition of the
tensor network only indirectly via its impact on the weight tensor. In this light, our analysis is
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predicated on assuming a set of reasonable weight tensors from the outset, without worrying
about why that type of weight tensor might be desirable for a given regression task. This
is not uncommon in machine learning, as models are often employed without any clear
indication that the properties of the data would demand that model type. Still, we would
ideally want to tailor the tensor network based on the properties of the target dataset, and
we explore a possible method for achieving this in Chapter 6.

5.6 Appendix

5.6.1 Multiplex rank as a function of partition size

In Sec. 5.4.1, we considered the minimum bond dimension needed for an MPS model to carry
out unconstrained multilinear regression up to a given degree, and how it varied for different
virtual indices in the chain. The plots in Figure 5.1 revealed a complex relationship between
the bond dimension, which is equivalent to the multiplex rank, and the index position,
which is a proxy for the partition size |A|. In the present subsection we demonstrate how
this relationship emerges out of Eq. (5.34), and assess its properties.

The curves in Figure 5.1 are largely in the regime where d < |A| < |B|, so this is where
we will focus our analysis. Under such constraints, we have from Eqgs. (5.33) and (5.34) that

d—d,
(A A
=3 (' dA') T ( d'_'dB> (5.45)

dy=0
d
Vgy = min | ag, — Z Vag 11, B (5.46)
dyp=dg+1
d
r= Z Vdy » (5.47)
dg=0

where each of the summation upper limits now depend only on d. Note that with these
new limits, ag, can be written recursively in terms of ag,y1. If we now consider vy, the
number of linearly-independent vectors in the highest excitation subspace E@ it is clear
that Eq. (5.46) becomes

o= i 0 =i (4, (1)) = a8

since ('“3') = 1 will always be less than or equal to (E') for any value of d. If we now move

from higher to lower excitations and evaluate v;_q, we find

A Y () N0 ) B

where a4_1 — aq is easily evaluated using the recursive relationship in Eq. (5.33).
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The form of Eq. (5.49) places us at a cross-roads: if d > 1, then ('“{”) < (d|§|1) since
|A| < |B| and we have that vg_; = ('f'). If d < 1, however, then ('f') > (d@l) and we have
Vg1 = Ba_1. Even if d > 1, there will eventually be a value 0 < ¢ < d such that (CL“:“C) > ('ljl),
and we refer to this value c as the cross-over point. This point is significant because it marks

where vg; stops being determined by the value of | 4], and starts being determined by the
value of |B|. For all dg > ¢ we have

d | Al |B|
Vg = min Qg — Z Udfgﬂﬁdﬂii = mil’l(OédB — Oéd]B"‘l’ﬁdB) = min ((d - d]gg), <dIB%)>

dﬁB:d]B-‘rl
ar
d—dg)’

which can be confirmed by simply following the recursion back to vg. For dg = ¢, the
minimum changes and we instead have

d
V. = min | a,. — Z Udfgjﬁc = min(a, — Qet1, fc) = min ((d’iuc)’ <|lj|)> - (’lj’)

dp=c+1
(5.51)
and thus v, = f.. The equality of vg, and 34, continues for all dg < ¢, since with more
excitations shifting from B to A the number of row vectors only continues to increase relative
to the size of the excitation subspace.
Putting the dg > ¢ and dg < c regimes together, we have that the multiplex rank r is
given by

r(|l Al |B]) = Z (\2) +di (d TLQ, ¢ = maxdy s.t. (d @LQ > (’2), (5.52)

dg=0 L=ctl

(5.50)

which holds whenever the maximum interaction degree d is less than or equal to |A|. In
words, Eq. (5.52) states that contributions to the multiplex rank from higher excitation
subspaces are limited by the small number of vectors that have support on them, thus giving
a dependence on |A|. However, at some cross-over point ¢ the number of supported row
vectors starts to exceed the size of the subspace, and thus the rank contributions begin to
be limited by the dimension of the excitation subspaces as dictated by |B].

To understand the shapes of the bond dimension curves in Figure 5.1, we can use
Eq. (5.52) to compute the finite difference A[r|(|A|, |B|) = r(|A| + 1, |B| — 1) — r(|A],|B]),
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which takes the form

A(ALIB) = 3 (

= () 2 ()20 2 ()

d]Bg:O dﬁ%:c—"_l

d
Al +1\ [ |A]
* :Zl(d—d{B d— d

(18] - 1) A
+ Z ( 1 o 1
A =c+1 I d — dg
c—1 d c
1B| — 1) ( A ) (\B\ - 1) ( | Al )
== + D BRI G e S
dg=0 ( I dg=c'+2 d— dg df=c+1 I d — dg
(5.53)

where ¢ and ¢ are the cutoff points for |A|, |B| and |A| + 1, |B| — 1 respectively (note that
¢ > ¢). While Eq. (5.53) does not immediately lend itself to interpretation, we can gain
further insight by analyzing A[r] for fixed values of ¢. These expressions are easily derived
from the last line of Eq. (5.53) by setting ¢ = ¢:

Alr)(AL1B]) = { §= (|A|) - <|B| - 1> U (5.54)

S-S ) e[

Cll“flc) could ever be

where the lower limit ¢ = L%J marks the largest value of ¢ for which (

greater than ('lj ‘). Note that we have introduced the index dy = d — dp to simplify the
expressions. The implication of Eq. (5.54) is that not only will the rate of change of the
multiplex rank vary with |A| and |B|, but the functional form of this dependence will also
change when |A| passes through certain critical points that mark a change in the cutoff value
c. As |A| increases the cutoff grows, and thus the finite difference moves through Eq. (5.54)
from top to bottom.
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To see how Eq. (5.54) operates in practice, we can use it to generate some of the curves
observed in Figure 5.1. For linear regression (d = 1), the only valid cutoff point is ¢ = 0,
which by the given summation limit yields A[r] = 0 as expected. For bilinear regression
(d = 2), the cutoff point could be either ¢ = 0 or ¢ = 1 based solely off the range of ¢ values
given in Eq. (5.54), but we can easily verify that the (J{f'c) > (‘lj ‘) inequality is not satisfied
when ¢ = 1. The finite difference is therefore given by Alr| = (‘“3‘) = 1, which again agrees
with the plot in Figure 5.1. A more interesting example is cubic regression, (d = 3), where
¢ =0 and ¢ =1 are both valid cutoffs. This results in the piecewise function

Al +1 ¢=0
Alr](|Al, [B]) = . _1 (5.55)

which explains the parabolic rise and then sudden plateau in the cubic curve that was
observed in Figure 5.1. Note that the values of |A| for which the cutoff changes can be
solved for by expanding out the binomial coefficients on both sides of (Jlf‘c) > ('f ‘). In the
cubic case, it can be easily shown that ¢ = 1 whenever

VvV1+8m —1
Al > ++ (5.56)
whereas ¢ = 0 for smaller values of |A.

Finally, we can use Eq. (5.53) to show how it is possible for the multiplex rank to actually

shrink as | A| increases. Taking d = 5, we have cutoff values of ¢ € {0, 1,2}, which leads to

the piecewise function
( A A

AL = 1 () 1 o (557

1A - |B] + 1 c=2.

Since |A| < |B| by construction, the slope of the multiplex rank will be negative for every
value of |A| once ¢ = 2, which explains the sudden drop-off of the degree-5 curve in Figure 5.1.
The more complicated curves corresponding to degrees 39 and 40 in that figure could also be
laboriously explained using Eq. (5.54), but we will just note here that each of the observed
cusps can be mapped back to a change in the cutoff value as |A| increases.

5.6.2 Rank of embedded weight tensors

In Sec. 5.4.4, we considered the multiplex rank of a low-degree weight tensor whose higher-
degree coefficients are simply ignored rather than being set to zero. Given an appropriate
choice of these freely-varying parameters, denoted ﬁf}f, we show here that it is possible to
reduce the multiplex rank of this embedded weight tensor below that of the zeroed version.
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Although the general problem of constrained rank minimization is NP-hard [98], it is
relatively straightforward to derive a lower-bound for the multiplex rank of the cumulative-d
weight tensors. To motivate our approach, it is helpful to first consider the simpler problem
of embedding a d x d triangular matrix 7" into a generic d x d matrix M. Using 7;; to denote
the fixed elements taken from 7', and ¢;; to denote elements of M which are free to vary, we
have

[Ty Thp Tra-r Tl Tig Tio Tia1 Tia
Toq Toe T54-1 O Toq Too Tra-1 ¢2.4

T = 131 T32 0 0 M= 131 T2 G2,4-1 P24 (5.58)
| Too O ... 0 0 | Ta1 ¢a2 Pad-1 Pdd]

Note that T is a rotated version of the usual triangular matrix format, intended to better
align with the form of the weight tensor matricizations.

The maximum rank of T is easily seen to be d, since it is always possible to choose
elements such that every row is linearly independent of the others. The question then is
whether the free parameters ¢;; in M can be chosen such that some of the row vectors
become linearly dependent. The limiting factor in this dependence will necessarily be the
fixed elements 7;;, and thus a lower-bound on the rank of M can be found by considering
submatrices of M which contain only 7j; elements. The submatrix of this form with the
highest possible rank is the contiguous square submatrix R whose upper-left element is 7 ;

and whose lower-left element is T{ﬂ r41> which has a maximum rank of {%W Regardless of
21712

the values chosen for {¢;;}, the rank of M can never be made lower than the rank of R.

On the other hand, for non-singular R there will always exist an M that has a rank equal
to this lower bound®. Consider the d x [%ﬂ submatrix generated by removing all columns of
M not present in R. This submatrix has an additional d — [%l] rows vectors not present in R,
but these can always be written as linear combinations of the rows of R. If we now add back
in the removed columns and consider the entire matrix M, these same linear combinations
can be used to the generate the complete row vectors by simply choosing values for the ¢;;
that match the corresponding combinations of the 7j; in the added columns.

We can apply this same logic to the matricized weight tensor by considering the smallest
submatrix whose row space spans all of the non-zero regression coefficients Wil_‘_:;f. We
therefore seek the smallest set of row vectors which each contain at least as many non-zero
coefficients as any row vector outside the set, and which contains a number of row vectors
greater than or equal to this coefficient count. The elements Wi];'.:;i‘f are non-zero wherever
the total excitation number is less than or equal to the maximum interaction degree d of the
model, which means that the width of row vector |W;, ;) (i.e. the number of columns on
which it has support) is given by the sum of the dimensions of the excitation subspaces less
than or equal to d — k. The number of row vectors with k or fewer excitation is given by

ay, from Eq. (5.33), where we assume | A| > d. Putting these together, we want to find the

3The bound is not tight when R is singular, but we can always approximate the elements of a singular
matrix to arbitrary precision using a full-rank matrix.
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number of excitations n such that

n d—n—1
\«4|> (!B I>

> ()= (1), 559
dy=0 <dA dg—=0 dp
where the left side of the expression denotes the number of row vectors with at most n
excitations and the right side denotes the maximum number of non-zero coefficients of row
vectors with n + 1 or more excitations.

The submatrix formed by all row vectors with up to n excitations has the shape
> di—0 ('(21') X Zi;ﬁo ('CZ'), and thus its rank r will generically be given by

(32 ()52 (). 60

dpy=0 dp=0

where we use the smallest value of n that satisfies Eq. (5.59). By the same reasoning used for
T and M, this rank sets a lower bound that can in general be made tight by an appropriate
choice of the free parameters lef: In Figure 5.4, we show the result of applying Eq. (5.60)
to the same MPS representation problem considered in Sec. 5.4.1 and plotted in Figure 5.1.
For every interaction degree and index position, we find that the embedded weight tensor
can be represented using a smaller bond dimension than the zeroed weight tensor, although

the difference is not especially significant.
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Figure 5.4: Plots of the MPS bond dimension for the embedded weight tensor (orange dashed
line) and the zeroed weight tensor (blue solid line) as a function of virtual index position
and interaction degree. The curves for the zeroed weight tensor are identical to those from
Figure 5.1. The bond dimension of the embedded weight tensor representation is smaller for
every index position and interaction degree, although the difference is never especially large
in proportion.
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Chapter 6

Mutual Information Scaling in Image
Datasets

This chapter is derived from previously published work by Convy, Huggins, Liao, and Wha-
ley [29], which carries out correlation scaling analysis on image datasets in a manner analo-
gous to the entanglement scaling analysis from quantum physics.

6.1 Introduction

In Chapter 5, we explored how the bond dimension of a tensor network ansatz is impacted
by the maximum interaction degree of the underlying regression model. A limitation of our
approach there, however, was that we assumed a particular form for the weight tensor at the
outset. This is fine for a theoretical analysis of tensor network models in general, but it fails
to offer much guidance on designing a model for a specific machine learning task. Ideally,
we would want tailor the properties of the weight tensor based on the available training set,
along with prior knowledge we may have about the nature of the data, and then identify the
optimal tensor network model for that particular weight tensor.

The challenge of designing a specialized tensor network ansatz is also faced in the field of
quantum physics, where researchers seek to explore specific portions of Hilbert space using
various network architectures. One of the most fruitful methods developed for this purpose
has been the characterization of entanglement scaling, which describes how the bipartite
entanglement in a quantum system grows with the partition size. As an example, it was
discovered that the success of DMRG in 1-D systems was made possible by the short-range
interactions present in many physical Hamiltonians, which lead to ground states that possess
localized entanglement that obeys an “area law” or more properly a boundary law [71]. These
discoveries have helped motivate the development of other network structures such as PEPS
(see Sec. 3.1.4) and the multiscale entanglement renormalization ansatz (MERA) [99] to deal
with multidimensional lattices and quantum critical points respectively.

The purpose of the work in this chapter is to take the entanglement scaling analysis that
has been so illuminating in quantum many-body physics, and adapt it for use on the classical
data commonly found in machine learning. Through this analysis, we seek to understand
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which tensor networks would be most appropriate for specific learning tasks. The chapter is
organized into four sections, with Sec. 6.2 first reviewing how entanglement scaling relates to
tensor network methods in quantum many-body physics. This analysis is then extended to
classical data by using the mutual information (MI), which provides a generalized measure
of correlation. We show that when using tensor networks for probabilistic classification of
orthogonal inputs, the MI of the data provides a lower-bound on the entanglement and thus
the connectivity of the tensors.

In Sec. 6.3, we introduce a numerical method for estimating the MI of a dataset given
access to only a finite number of samples. We then test the accuracy of this method in
Sec. 6.4 on a set of Gaussian distributions engineered to have different MI scaling patterns
with respect to spatial partitioning of the variables. In Sec. 6.5 we estimate the MI scaling of
MNIST and the Tiny Images, two well-known image datasets introduced in Sec. 2.3.1, and
find evidence that the MI between a centered, square patch of pixels and the surrounding
pixels scales with the boundary of the inner patch (a boundary law), rather than with the
number of pixels (a volume law). This boundary-law scaling suggests that networks with an
underlying 2-D grid structure such as PEPS or STNs (see Sec. 3.1.5) would be especially
well-suited for machine learning on images.

6.2 Correlation Scaling

6.2.1 Entanglement Scaling in Quantum Systems

Entanglement is a defining property of quantum mechanics [100], and is the source of all
correlations between components of a pure-state composite system [101]. Although there
are multiple methods of quantifying entanglement, the entropy of entanglement is a widely
used measure for entanglement between bipartitions of a composite system. For a pure
state defined by the joint density matrix pys with reduced density matrices py4 and pg
corresponding to the bipartitions A and B, the entanglement entropy is defined as the von
Neumann entropy of p4 (or equivalently pg)

E(A, B) = —Tr(palogpa). (6.1)

A connection between the entanglement entropy of a quantum state and its structure can be
made using the Schmidt decomposition [102], which is defined for state |1)) on the combined
Hilbert space H4 ® Hp as

[0) = Aalsd) s2), (6.2)

where 7 is the Schmidt rank, the )\, are the Schmidt coefficients, and |s7),|s5) are the
orthonormal Schmidt basis states in H and Hp respectively. Substituting Eq. (6.2) into
Eq. (6.1) gives an expression for the entanglement in terms of the Schmidt coefficients

T

E(A B) ==Y |\l log(|Aal®). (6.3)

a=1
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Formally, the Schmidt decomposition may be regarded as an SVD of the matrix C' of coeffi-
cients that form [¢):

) = Z Cijlia) |jB)

= Z ‘/;alAa1,a2U¢12,j |1A> |.]B>
idaras (6.4)
= Z /\a‘/;a |Z.A> Uj,a |.]B>

Z7J7a

- Z /\Oé |8Ja4> |Sg> )

where the rows of C' correspond to the computational basis states |i4) in H 4 and the columns
correspond to the computational basis states |jg) in Hp. The diagonal matrix A can be
truncated so that it contains only the non-zero singular values of C'; which are then equal
to the Schmidt coefficients \,. Whenever there is more than one non-zero \,, the state
possesses some degree of entanglement. Since the Schmidt decomposition is an SVD, the
set of A\, is guaranteed to be unique, and the Schmidt rank will be minimized with respect
to all possible basis sets. Using the SVD matrices explicitly, we can write the Schmidt
decomposition as a small tensor network

)= D" ViaaraUl, lia)lis) - @-O-Q (6.5)

1,J,01,02

where V', U are unitary matrices that map the basis states |i4), |jz) to the Schmidt bases
of H4 and Hpg respectively. It is important to note that this mathematical description of
entanglement, which is based on the singular values, can be used to characterize a tensor
regardless of whether it represents a truly quantum object.

The fact that Eq. (6.3) arises from a Schmidt decomposition is key to understanding the
entanglement scaling properties of tensor networks. As discussed in Sec. 2.2.4, the collective
size of the virtual indices which separate 74 and jg in the network is lower-bounded by the
multiplex rank of the tensor that it is representing. If we fix this collective index size to
be some value ¢, then we can equivalently state that a tensor network will only be able to
represent quantum states with Schmidt rank r < g. Through Eq. (6.3), this implies that the
entanglement entropy represented by this tensor network bounded by

E(A, B) < log(q), (6.6)

where the inequality is saturated if » = ¢ and if the singular values are all %.

The expression in Eq. (6.6) can be refined by considering the geometry of the virtual
indices in the network [103]. Assuming a maximum bond dimension given by ¢ and a number
of virtual indices n connecting the partitions, we will have ¢ = " and therefore Eq. (6.6)
will become

E(A, B) < nlog(t). (6.7)
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For a fixed bond dimension ¢, differences in entanglement scaling between tensor networks
will arise from differences in the value of n, which depends on the geometry of the network.
For tensor networks which conform to the physical geometry of the composite system, such
as MPS for 1-D systems and PEPS for 2-D systems, the number of indices connecting two
partitions is determined by the size of the interface between the partitions. Given a simple
partitioning of the system into a contiguous, hypercubic patch of length ¢ and the surrounding
outer patch, the interface scales with the boundary of the inner patch. If the physical lattice
dimension is d, then the entanglement follows a boundary-law scaling expression

E(A, B) < 2d¢¢ 1 log(t) = O, (6.8)

with ¢ being raised to a power one less than the dimension of the physical space.

The scaling behavior in Eq.(6.8) stands in sharp contrast to that of a random quantum
state, whose entanglement will scale with the total size ¢? of the inner patch [104] rather
than its boundary in what is referred to as a “volume law”. The success of methods like
DMRG is only possible because the ground states of common Hamiltonians do not resemble
states that have been randomly sampled from the Hilbert space, but instead tend to possess
localized, boundary law entanglement that can be readily captured with the MPS ansatz.
The existence of such scaling patterns has been proven for the ground states of 1-D gapped
quantum systems [105], and for harmonic lattice systems of arbitrary dimension [106]. They
have also been conjectured to exist in the ground states of most local, gapped quantum
systems regardless of dimension [71]. Different tensor networks need to be employed when
the ground state is suspected to violate the strict boundary law, with networks such as MERA
being used to handle the log(¢) corrections found in many critical-phase Hamiltonians [107].
In any case, the ultimate goal of these tensor network ansatzes is to match the known or
predicted entanglement scaling of the quantum state with the entanglement scaling of the
network.

6.2.2 Correlations in Classical Data

The preceding analysis used entanglement to quantify correlations in a system that was
explicitly quantum mechanical. To carry out a similar analysis on classical data, we desire a
more general quantity. A reasonable candidate is the mutual information (MI) [108], defined
as

I(a : b) = S(a) + S(b) — S(a, b), (6.9)

where S(a), S(b), and S(a,b) are the entropies of the probability distributions associated
with marginal variables a, b and the joint outcome of a and b respectively. Qualitatively, the
MI describes the amount of information we gain about one variable when we learn the state
of the other, offering the most general measure of correlation. The MI can be calculated
for either quantum or classical data, depending on whether the von Neumann or Shannon
entropies are used. For a pure quantum state S(a,b) = 0, and therefore the MI is equal to
twice the entanglement.

An alternative but equivalent representation of the MI, which we make use of in Sec. 6.3,
comes from the Kullback-Liebler divergence (KL-divergence), which is defined for two discrete
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probability distributions p and ¢ on space X as

DKL qu ZP log (6~10)

reX

with an analogous definition for continuous variables that replaces the sum with an integral
over probability densities. For a joint probability distribution p over variables a and b in
spaces A and B, the MI is equal to the KL-divergence between the joint distribution p(a,b)
and the uncorrelated product-of-marginals distribution p(a)P(b), i.e.

ZZ}) a,b)log ()l l()?)) (6.11)

acA beB

While not formally a metric, the KL-divergence can be viewed as measuring the distance
between two distributions, so Eq. (6.11) represents the MI as the distance between p(a,b)
and the uncorrelated distribution p(a)p(b).

In the context of machine learning, the MI between features in a dataset can be mea-
sured by partitioning the features into two groups, assigning the collective state of each
group to variables a and b respectively, and then measuring the amount of correlation that
exists between the partitions. This parallels the bipartitioning of the quantum many-body
system discussed in Sec. 6.2.1, and allows us to explore MI scaling in a similar manner to
entanglement scaling.

6.2.3 Entanglement as a Bound on Mutual Information for Or-
thogonal Data

Given the connection between entanglement and tensor networks discussed in Sec. 6.2.1, and
having introduced the MI as a classical measure of correlation in Sec. 6.2.2, we now show how
the correlations in a classical dataset can guide the choice of network for machine learning.
We focus on probabilistic classification, where the tensor network is used to approximate a
probability distribution p(x) of feature tensors generated from a classical data distribution
p(Z) via Eq. (2.20). We show that for orthonormal inputs the entanglement of the tensor
network between feature partitions A and B provides an upper bound on the MI of p(z)
between those same partitions. When designing a tensor network for a machine learning
task, this relationship can be inverted so that the known MI of a given p(z) sets a lower
bound on the entanglement needed for the network to represent it. For non-orthogonal inputs
these bounds do not hold rigorously, but may still serve as a useful heuristic for samples with
negligible overlap.

To begin, let p(Z) be the probability distribution associated with feature vectors & of
length d corresponding to some set F of d features. Using a tensor-product map of the form
in Eq. (2.20), we can map the set of feature vectors {Z} to a set X’ of orthogonal rank-one
tensors X € X, generating a new distribution p(X) from p(Z). The overlap of two tensors
X and X® is determined by the scalar products of the local feature maps

(X Hh’> (@) - O (V) SSS S (6.12)
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where each feature map is a function of only a single feature. For this analysis we require
that the vectors in the image of each local feature map must form an orthonormal set, so that
a pair of feature vectors Z ) and # ) will always be mapped to either the same tensor or
to a pair of orthogonal tensors. For continuous features, such a mapping can be achieved by
discretizing the real numbers into b bins, and then assigning values in each bin to a different
b-dimensional basis vector. The h® for this mapping will never be one-to-one, although as
the dimensionality of their outputs grows the functions will come closer to being injective in
practice.

Assuming that the images of the local feature maps are finite-dimensional, X will be
finite and therefore p(X) will be a discrete distribution that can be represented as a tensor

W of the form
W= pX)X, (6.13)

Xex

where we have taken the square-root to ensure that W is normalized (i.e. (W, W) = 1).
With this representation, the probability of a given tensor X can be extracted by taking the
square of its scalar product with W

p(X) = [ (X, W) | (6.14)

In the context of machine learning, W can be described as an idealized weight tensor which
we seek to model using a tensor network. For a given network, we want to know which W,
and therefore which p(X), can be accurately represented.

To probe the correlations within p(X), we partition the features into disjoint sets A
and B such that ANB = () and AU B = F. Using this grouping, the underlying feature
distribution p(Z) can be represented as the joint distribution p(Z4, ), where ¥4 and 7z are
vectors containing values for the features in partitions A and B respectively. Similarly, p(X)
can be represented as the joint distribution p(X 4, Xg), where X4 > X4 and Xz > Xp are
sets of orthogonal tensors created from the local maps of features in A and B respectively.
For any tensor X € X, we have X = X 4 ® X for some X 4 and Xz. We can also define the
marginal distributions p(X4) and p(Xp) that describe the statistics within each partition
separately. The MI I(X 4 : Xp) across the bipartition is given as in Eq. (6.9) using the
entropies of these distributions.

To introduce the entanglement measure described in Sec. 6.2.1 as a bound on I(X 4 : Xp),
we represent the normalized tensor W as the quantum state |¢y) and the tensors in X’ as
orthonormal basis states | X 4, Xp), such that Eq. (6.13) becomes

[w) = > Vp(Xa, Xp) | Xa, Xs), (6.15)

XA»XB

where we have shifted to braket notation (see Sec. 5.2.1). This encoding of a probability
distribution into a quantum state has been utilized previously in the study of quantum
Bayesian algorithms [109]. The process of extracting p(X 4, Xg) described in Eq. (6.14)
can be reimagined as projective measurements of |ioy/) on an orthonormal basis, where the
probabilities are used to reconstruct p(X4, Xz). Since the MI between outcomes of local
measurements on a quantum state is upper bounded by the entanglement of that state [110],
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|thw) must have a bipartite entanglement with respect to partitions A, B that is at least as
large as [(X 4 : X5). The MI of p(X) across a bipartition therefore provides a lower bound
on the amount of entanglement needed in |1y ) with respect to that same partition

I(X4: Xg) < E(A,B), (6.16)

which through Eq. (6.7) sets a lower bound on the degree of connectivity n and/or bond
dimension ¢ needed in the tensor network representing |¢w).

In a typical machine learning setting, we will have access to samples from p(Z), which can
then be encoded into tensors which form samples from p(X). If we aim to estimate the MI
numerically, as we will in Secs. 6.3 - 6.5, then it is generally easier to work with the original
feature vectors sampled from p(Z) than with the feature tensors from p(X). From the data
processing inequality [111], I(X 4, Xpg) is upper-bounded by I(Z 4, Z5), so using the MI of the
original features will yield a bound on the entanglement that may be larger than necessary
to model p(X), but will always be sufficient. Indeed, as the dimension of the feature maps
increases, the gap between [(X 4, Xg) and [(Z 4, Zg) will shrink—since the finer discretization
preserves more information—and thus the estimates from both featurizations will converge.

The methodology described above may appear somewhat circuitous, in that we start
from the tensorized entanglement formalism that is most natural for tensor networks, but
then move back to a classical MI description of the original data features. At first glance
it seems like a more direct approach would be to simply estimate the entanglement of |iy/)
between partitions A and B directly, using some approximation \@ZJW> constructed from the
available data

N
[w) o D IXY, XE) (6.17)
=1

where {|X o X l(; )>} is a set of n samples from p(X 4, Xg). Such a construction was recently
used for entanglement analysis by Martyn et al. [112] in the context of MPS image classi-
fication. Unfortunately, as evident in [112], the entanglement of |@/~JW> is artificially upper-
bounded by log(n), irrespective of the actual properties of p(X 4, Xg). This saturation occurs
because, for generic sample tensors | X)) and | X ®) with d features, we have

d
(X Hl_i’) 5] e k))zcd (6.18)

=1

for some typical local overlap ¢ < 1. As the number of features grows, the overlap between
data tensors is exponentially suppressed. When calculating the entanglement, the near-
orthogonality of tensors within X4 and Xz (when partitions A and B are both moderately
sized) causes the partial trace to generate an almost maximally mixed state with a von
Neumann entropy of approximately log(n). In contrast, by moving back to the original
vector space of the data and using MI rather than entanglement, we can generally avoid the
log(n) upper bound (in Sec. 6.6 we discuss specific circumstances where this limit can also
appear in MI estimation).
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6.3 Estimating Mutual Information

6.3.1 Setup and Prior Work

For our analysis in Sec. 6.2 to be of practical use, we need a method of estimating the MI of
a probability distribution using only a finite number of samples. More formally, let {j:’(i)}?zl
be a set of samples drawn from a distribution p(#) whose functional form we do not, in
general, have access to. For a bipartition A, B of the dataset features, our goal is to estimate
the MI of p(Z 4, ¥5) between the features in A and the features in B using these samples.

Several approaches to MI estimation [113] have been proposed and explored in the liter-
ature. For continuous variables, some methods discretize the variable space into bins, and
then compute a discrete entropy value based on the fraction of samples in each bin [114][115].
Alternatively, kernel density estimators [116] can be used to directly approximate the contin-
uous probability density function using a normalized sum of window functions centered on
each sample, which is then used to calculate the MI [117]. A method developed by Kraskov
et al. [118], which utilizes a k-nearest neighbor algorithm to calculate the MI, has become
popular due to its improved error cancellation when calculating the MI from approximated
entropies.

For this paper, we base our estimation method on more recent work by Koeman and Hes-
kes [119] and Belghazi et al. [120]. In [119], the MI estimation problem is recast as a binary
classification task between samples from p(Z4, Zg) and p(Z4)p(Z), which the authors mod-
eled using a random forest algorithm. In [120], Belghazi et al. use a neural network to perform
unconstrained optimization on the Donsker-Varadhan representation (DV-representation) of
the KL-divergence between p(Z4,Z5) and p(Z4)P(Zp), which provides a lower-bound on
the MI. In our work, we found that a mixture of these two approaches was most effective.
Specifically, we have used the binary classification framing proposed in [119], but approached
the problem as a logistic regression task optimized using maximum log-likelihood on a neu-
ral network. To evaluate the MI, we used the DV-representation as in [120] to generate a
lower-bound when possible. In practice this also gave us smoother MI curves and smaller
errors. To our knowledge this overall approach has not be reported in the literature, though
it appears similar in concept to a method proposed by Pool et al. [121] in the context of
generative adversarial networks. In the next subsection we describe our algorithm in more
detail.

6.3.2 Logistic Regression for MI Estimation

The logistic regression approach to MI estimation is built around the KL-divergence defini-
tion of the MI introduced in Eq. (6.11). In the context of our dataset, the variable spaces
A and B describe the collective values of the features in partitions A and B respectively,
with the sums taken over all allowed value combinations. For convenience, we simplify our
notation such that a = ¥4 and b = g represent the feature values of each partition. To esti-
mate the MI using the KL-divergence, we require an approximation for f(a,b) = log 2 (a.0)

p(a)p(b)’
This can be found via logistic regression by first recasting the joint and marginal probability
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distributions as conditional probabilities

p(a, bljoint) = p(a,b), p(a, blmarg) = p(a)P(b), (6.19)

where p(a, bljoint) is the probability that the feature values a,b will be sampled from the
joint distribution p(a,b), and p(a, bjmarg) is the probability that the values will be sampled
from the product-of-marginals distribution p(a)p(b). Using Bayes’ theorem, the conditional
probabilities can be reversed

- p(joint[a, b) p(marg|a, b)
p(a, bljoint) o« ————F——=, p(a, bjmarg) o« ————. 6.20
T B ey (020
Substituting Eq. (6.19) and Eq. (6.20) back into log pﬁ‘)’;&) gives
pla,d) . pliointlab) p(marg)
log AL D)_ _ oo PUORIG D), DUATE) 6.21
p(a)p(b) p(marg|a, b) p(joint) 021

where the first term is the log-odds of a binary classification problem where samples are
taken from either p(a,b) or p(a)p(b) and the classifier must decide the most likely source
for a given set of feature values a and b. The second term will equal zero if each source is
equally likely to be sampled.

To get a numerical estimate of Eq. (6.21), we can train a parameterized function f(a, b;0)
to estimate the log-odds via standard logistic regression methods

p(joint|a, b)

f(a,b;0) ~ log (6.22)

p(marg|a, b)’

using a training set that consists of an equal number of joint samples and marginal samples.
In particular, we parameterized f using a dense feed-forward neural network to avoid intro-
ducing spatial bias, and optimized the network by minimizing the binary cross-entropy (i.e.
maximizing the log-likelihood) across the samples.

Since the joint distribution is the actual source of our dataset, we already have 1 samples
from it. To approximate a sample from the product-of-marginals distribution, we take a set
of values for the features in A from a joint sample chosen at random, and then take values
for the features in B from another randomly-chosen joint sample (the two sources could be
the same sample, although this is unlikely for a large dataset). After selection, the features
are combined together into a single mixed sample which, by construction, has no correlations
across the partition. After training the network, the MI could be estimated by taking the
average of f across the joint samples as a direct approximation' of the KL-divergence from
Eq. (6.11)

I(a: b) ~ %if(ai, bi:0), (6.23)
i=1

'For x samples of p(a,b), we have lim 1 Y f(a;,b;;0) = > p(a,b)f(a,b;0).

k=00 =1 a€A,beB
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where a; and b; are the feature values of the ith joint sample taken from a validation set of
size k. However, a superior approach is to insert f into the DV-representation [122] of the
MI

1 K 1 K K
. - ) - flai,b;;0)
Ia:b) >~ ; f(as, bi; 0) — log — DN ek, (6.24)

i=1 j=1

which yields a lower-bound on the MI as k — oo and allows errors to cancel?. The inequality
is saturated when f(a,b;0) = log pﬁ;’;&), since as k — oo the second term vanishes and the
first term gives the KL-divergence. Belghazi et al. carried out their MI estimation by
maximizing Eq. (6.24) itself, but we have found in practice that the second term often
overflows on datasets with large MI. Furthermore, the optimization algorithm would often
attempt to maximize the second term, even though it must vanish in the optimal solution. We
were able to mitigate these problems by instead training with the binary cross-entropy [123]
as a loss function and only using Eq. (6.24) at the end to get the MI value of the optimized
distribution. As a caveat, we found in practice that for certain distributions with larger
MI values Eq. (6.23) generally yielded more stable and accurate estimates than Eq. (6.24),
though the reason for this is not clear.

6.4 Numerical Tests with Gaussian Fields

6.4.1 Gaussian Markov Random Fields

To test the accuracy of the logistic regression algorithm, we need a distribution to sample
from that has an analytic expression for the MI and that can model different MI scaling
patterns. Both of these requirements are satisfied by Gaussian Markov random fields (GM-
RFs) [124], which are multivariate Gaussian distributions parameterized by the precision
matriz @@ = X7, where ¥ is the more familiar covariance matrix. With respect to @Q, the
Gaussian distribution with mean i is

p(#) =\ det(3-Q) expl—5(7 — )T Q(F — ), (6.25)

where p(Z) is the probability density of the variables Z. The element ();; of the precision
matrix determines the conditional correlation between variables z; and x;, which describes
the statistical dependence of the pair when all other variables are held fixed at known val-
ues. This is in contrast with the more familiar marginal correlation, governed by 3, which
describes the dependence between a pair of variables when the state of all other variables is
unknown. If Q);; = 0, the variables z; and x; are conditionally uncorrelated:

p(wi, Tjlwrg (i gy) = P(@ilTrgiy)P(5]Thg gi5y) = Qiy = 0. (6.26)

By setting specific elements of the precision matrix to zero, the correlation structure and
therefore the MI of the Gaussian can be tuned to a desired pattern. This flexibility allows

2For example, errors of the form f(a,b;0) + € can be brought outside of the sums in Eq. (6.23) to give
€ — log e, which cancels.
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us to encode different MI scaling patterns into the distribution, which can then be extracted
analytically using Eq. (6.9) and the expression for Gaussian entropy

S = %log[det(QﬂeE)], (6.27)

which combine together to give an expression for the Gaussian MI:

1, det(X4)det(Xp)

I(a : b) = S(a) + S(b) — S(a,b) = 5 log dct(2) , (6.28)

where Y 4 and Yz are the covariance matrices corresponding to variables in partitions A and
B respectively.

6.4.2 Test Setup

In the following subsections, we present test results of the logistic regression estimator on
GMRFs representing three different correlation patterns: a boundary law with nearest-
neighbor correlations, a volume law with weak correlations across all variables, and a distri-
bution with sparse, randomized correlations. In the language of quantum many-body physics,
the first two patterns reflect correlation structures that would be expected in ground states
and random states respectively, while the GMRF with random sparse correlations shows the
scaling for a heterogeneous distribution that lacks any spatial structure. These Gaussian
distributions serve as both a means of testing the algorithm and as a clear illustration of
the numerical MI plots that would be expected from different types of correlations within a
dataset.

In the tests, each GMRF consisted of 784 variables, which mirrored the number of pixels
in the 28 x 28 images taken from the MNIST and Tiny Images datasets that were analyzed
in Sec. 6.5. To measure the scaling behavior of the MI in these GMRF's, we used a range of
different bipartition sizes, with the partitions being selected such that they always formed
a pair of contiguous patches when the variables were arranged in a 28 x 28 array. One
member of each bipartition was formed from an inner square patch of variables centered
on the array, whose side length we denote as ¢. The other partition was an outer patch
consisting of all other variables. The size of the inner partition ranged from a single variable
(¢ =1) to a 26 x 26 block (¢ = 26). For each bipartition, the MI was estimated using our
logistic regression algorithm and the DV-representation, with the estimates plotted alongside
the analytic MI curve of the GMRF to evaluate their quantitative and qualitative accuracy.
Since our model used a stochastic gradient descent method for optimization, we averaged
over multiple training runs to generate a representative curve. To explore the effect of sample
size on the algorithm, we generated datasets from the GMRFs with 70,000, 700,000, and
7,000,000 joint training samples and created MI curves for each size using averages over 20,
10, and 5 trials respectively. Samples and covariance plots from the GMRF test distributions
are given in Sec. 6.7.1.
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6.4.3 Nearest-Neighbor Boundary-Law GMRF

As shown in Eq. (6.8), for the MI of a bipartition to obey a boundary law its magnitude
must scale with the length of the boundary or interface between the partitions. Given a
set of variables on a d-dimensional lattice, the simplest way to construct a boundary law
is to have each variable be conditionally-correlated with only its 2d nearest neighbors. For
variable z;; on a two-dimensional grid at row ¢ and column j, the conditional probability
function would depend on the values of only four other variables

p(ﬂiij ’{xk#i,l;ﬁj}) = p(ﬂfij\l"iﬂ,j, Ti—1,5,Lij+1, xi,j—l)» (6-29)

although the number of neighbors can be fewer if the variable is at an edge or corner since
the grid is finite. After partitioning, the inner patch of variables will be conditionally cor-
related with only a single layer of variables surrounding its perimeter, so the MI between
the inner and outer partitions will be proportional to ¢. To encode the correlation struc-
ture of Eq. (6.29) into a precision matrix, all of the off-diagonal elements in each row of @
must be set to zero except those that correspond to the nearest neighbors, with the non-
zero off-diagonal elements all assigned the same value ¢ that determines the strength of the
correlation. To guarantee that () is positive definite, ¢ should not exceed the magnitude of
the diagonal elements divided by the number of nearest neighbors (see Sec. 6.4.4 for more
details on these constraints).

The performance of the logistic regression algorithm on the nearest-neighbor GMRF is
summarized in Figure 6.1, which plots the MI in nats against the side length ¢ of the square
inner partition®. Since the x-axis is proportional to the perimeter of the inner patch rather
than its area, we expect a boundary-law MI curve to be linear in ¢. This is clearly evident
in the analytic curve, which is linear up to a length of roughly 25 variables before leveling
off. The linear pattern is broken near the boundaries because the marginal correlations
between variables around the edges of the grid are smaller than those between variables
closer to the center. Aside from the the 70,000 sample trial with weak correlations, the
regression estimates were able to successfully reproduce the boundary-law scaling pattern,
with the error shrinking as the number of samples increased. It is also interesting to note that
the fractional errors of the different sample sizes are similar between the strong and weak
correlations, suggesting that the source of the error is independent of the MI magnitude.

6.4.4 Uniform Volume Law GMRF

In contrast with the local correlations that give rise to a boundary law, we can imagine
an alternative pattern in which each variable is equally correlated with every other variable.
These correlations produce a volume law for the MI, since every variable in the inner partition
must contribute equally to the correlations with the outer partition. To encode such a pattern
into a GMRF, we set every off-diagonal element of the precision matrix () to the same value
q. To ensure that the precision matrix remains positive definite, the value ¢ should be small

3When calculating quantities such as the entropy or MI using natural logarithms, the unit of information
is a nat instead of a bit.
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Figure 6.1: MI curves for a GMRF with nearest-neighbor correlations at different sample
sizes, plotted relative to the side length ¢ of the inner partition. The plot on the left had
a weaker correlation strength with ¢ = —0.12, while the plot on the right had a stronger
correlation strength with ¢ = —0.227. The solid lines represent the averages over the trials,
while the shaded regions show one standard deviation. The linear boundary-law scaling
pattern of the GMRF is evident from the exact curve (red). With the exception of the
weakly-correlated, 70,000 sample trial, this linear scaling is successfully reconstructed by the
algorithm. The magnitude of the MI is underestimated in all trials, with the fractional error
being similar for the strong and weak correlations.
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enough to preserve diagonal dominance, a sufficient but not strictly necessary condition for
a positive definite matrix in which the sum of the magnitudes of the off-diagonal elements
of a row or column do not exceed the diagonal element

Qi > Y 1Qil and Qi > Y [Ql. (6.30)
i#] J#i
To create a uniform scaling pattern it suffices to set ();; = 1, which means we must have
q < % for an r-dimensional Gaussian. This provides an upper limit on the amount of
correlation one Gaussian variable and can have with any other when the correlations are
homogeneous, a limit that decreases as the number of variables grows larger.

The performance of our algorithm on a GMRF with these uniform correlations is sum-
marized in Figure 6.2. We were able to accurately reproduce the shape and approximate
magnitude of the analytic curves for both correlation strengths and for all sample sizes,
although as expected the 70,000 sample trials had the largest error. Interestingly, the al-
gorithm performed significantly better on the uniform GMRF than on the nearest-neighbor
GMRF, even though the pairwise dependence between correlated variables in the former was
much weaker than in the latter. This suggests that, for a given amount of MI, it is easier for
the algorithm to find correlations that are spread out across many variables than to identify
those that are concentrated in some sparse set.

It is worth noting that the shape of a volume-law curve should be quadratic on the axes
used in Figure 6.2, yet from our plots it is clear that the quadratic form breaks down quickly
for the weak correlations and never exists at all for the strong correlations. This distortion
occurs because the MI is purely a function of the number of variables in each partition when
the correlations are homogeneous, and due to the finite size of our grid any increase in the
size of the inner patch necessarily comes at the cost of the outer patch. Correspondingly,
any increase in the MI that comes from growing the inner patch is partially offset by the
correlations that are lost when shrinking the outer patch. On the 28 x 28 grid used in Figure
6.2, the MI begins to decline at partition length ¢ = 20, which marks the point where both
partitions contain roughly the same number of variables (400 vs 384) and where the amount
of correlation is therefore maximized.

6.4.5 Random Sparse GMRF

A third class of GMRF to explore is one where the correlations have no inherent spatial
pattern yet are also non-uniform. Such a distribution could, for example, represent a dataset
of features that are correlated but lack the in-built sense of position or ordering necessary to
unambiguously map them onto a lattice (e.g., demographic data). If we nevertheless insist
on embedding these features into a grid, we can expect that for most arrangements the MI
will scale either as a volume law or in some irregular pattern, depending on whether the
features all have similar correlation strengths.

For our tests, we engineered a spatially-disordered GMRF by taking the nearest-neighbor
precision matrix used in Sec. 6.4.3 and randomly permuting the variables around the grid.
Under this scheme, each row and column of the precision matrix () has four non-zero off-
diagonal elements in random positions. While the conditional correlations of this new distri-
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Figure 6.2: MI curves for a GMRF with uniform correlations at different sample sizes, plotted
relative to the side length of the inner partition. The plot on the left had a weaker correlation
strength with ¢ = —1.2x 1073, while the plot on the right had a stronger correlation strength
with ¢ = —1.27712 x 1073 =~ %. The solid lines represent the averages over the trials, while
the shaded regions show one standard deviation. The algorithm successfully reproduced the
shape of the exact MI curve, with the larger sample sizes almost matching the analytic MI
values. The finite size of the grid causes the curve to gradually bend over as the partition

length increases.
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Figure 6.3: MI curves for a GMRF with spatially-randomized correlations at different sample
sizes, plotted relative to the side length of the inner partition. The plot on the left had a
weaker correlation strength with ¢ = —0.045, while the plot on the right had a stronger
correlation strength with ¢ = —0.11. The solid lines represent the averages over the trials,
while the shaded regions show one standard deviation. The quadratic, volume-law scaling is
clear from the analytic MI curve at small ¢, which for the strong correlations was reproduced
across all sample sizes (though the 70,000 sample curve is greatly diminished). For the weak
correlations the model was unable to find any correlations using the smallest sample size of
70,000, as was the case for the nearest-neighbor correlations (Figure 6.1, left panel).

bution are still sparse, they are no longer exclusively short-range but can instead span the
entire grid. Since all of the non-zero off-diagonal elements of () have the same magnitude g,
the amount of correlation across any bipartition increases evenly with the number of corre-
lated variable pairs shared between the partitions. Without any underlying spatial structure,
the odds of a given pair being separated into two different partitions is roughly proportional
to the volume of the smaller partition, assuming that the other partition is much larger.
Under the inner-outer partitioning scheme used in our tests, we expect a volume law for
small partition lengths, followed by the same bending-over observed in Sec. 6.4.4 for the
uniform correlations.

The performance of our logistic regression algorithm on a GMRF with these spatially-
randomized correlations is shown in Figure 6.3. As predicted, the analytic curves show
similar scaling patterns to those of the uniform GMRF in Figure 6.2. The quality of the
MI estimates, however, is more similar to the nearest-neighbor MI curves of Figure 6.1,
where the model succeeded at replicating the analytic MI curve for all sample sizes when
the correlation strength was large, but failed for the smallest sample size (70,000) when the
correlations were weak. The estimation error is larger overall for the randomized variables
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than for the nearest-neighbor variables, and increasing the sample sizes appears to yield
diminishing returns. This may partially stem from the reduction in pairwise correlation
strength (quantified by ¢) that was required to keep the magnitude of the peak MI value
consistent between the different GMRFs. However, a more likely explanation is that the
nearest-neighbor correlations are able to reinforce one another due to their shared proximity,
which results in the next-nearest-neighbor marginal correlations also being quite strong. This
may make the correlations easier for a machine learning algorithm to detect, since they will
impact a larger number of variables. In contrast, for the randomized GMRF the correlated
variables are scattered far away from each other on average, which severely diminishes any
reinforcement effect.

6.5 Application to Image Data

6.5.1 Setup

To explore the types of MI scaling patterns that might be seen in real data, we analyzed two
sets of images: the 70,000 image MNIST handwritten-digits dataset [52], and 700,000 images
taken from the Tiny Images dataset [54] converted to grayscale using a weighted luminance
coding?. Sample images from these datasets and further details can be found in Sec. 2.3.1.
These two datasets were chosen due to their differing levels of complexity: MNIST consists
of simple, high-contrast shapes while the Tiny Images are low-resolution depictions of the
real world with much more subtle color gradients. In our experiments, each image contained
784 pixels arranged in a 28 x 28 array, with the Tiny Images dataset being cropped from
32 x 32 by removing two pixels from each side. The pixel values, originally integers from 0
to 255, were rescaled to the range [0, 1].

To generate the MI estimates for these two datasets, we used the same partitioning
method described in Sec. 6.4 for the GMRFs, with each image being split into a centered,
square inner patch of increasing size and a surrounding outer patch. These partitions were
then fed into the algorithm laid out in Sec. 6.3, with one key difference; the DV-representation
of Eq. (6.24) proved to be unusable for both MNIST and the Tiny Images due to instability
in the exponential term. While we were able to use the DV-representation to significantly
reduce error on the GMREF tests, on the real datasets we had to instead make a direct
estimate of the KL-divergence from Eq. (6.23). It is not clear why the DV-representation
worked for the GMRFs but not for the image datasets, although this could be due to the
larger MI and stronger correlations that are present in the real-world data.

6.5.2 Results

Figure 6.4 shows the MI of the MNIST and Tiny Images datasets as estimated by logistic
regression, plotted relative to the side length ¢ of the inner pixel partition. The MI curves
were generated from averages taken over twenty different trials, and plotted within a shaded

4For normalized RGB color values, each grayscale pixel was assigned the value 0.3R + 0.59G + 0.11B.
See [125] for more information on grayscale conversions.
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region containing one standard deviation. As with the GMRFs, this averaging helped smooth
the curves and make their shapes easier to assess, especially for patch sizes with larger
variance.

Looking first at the Tiny Images curve, we can see a moderately linear segment from
1 pixel length to roughly 18 pixels length, which then flattens out and begins to decrease
at the 26 x 26 patch. Of the three scaling curves tested in Sec. 6.4, this overall shape
is most consistent with the boundary-law scaling pattern of Sec. 6.4.3 (Figure 6.1, right
panel). Unfortunately the variance of the algorithm increased significantly at larger MI
values, making it more difficult to assess the pattern. For MNIST, the MI curve most closely
resembles that of the strongly-correlated uniform GMRF (Figure 6.2), rising at a decreasing
rate until it crests and gradually declines. However, this shape is not as distinct as that of
a linear or quadratic curve, so it is difficult to use as evidence for a volume law.

Interestingly, the MNIST curve shows far less variance than the Tiny Images curve,
despite the fact that it contains only a tenth of the images. For the GRMF tests done in
Sec. 6.4, there was a clear reduction in the variance of each curve as the sample size increased,
but this not observed in Figure 6.4. Indeed, the MNIST curve has a smaller variance at each
patch size than the Tiny Images curve has at almost any patch size, even when the MI of
the MNIST curve is larger. This suggests that there is some data-specific effect causing the
discrepancy, perhaps attributable to the relative simplicity of the MNIST images relative to
the more realistic Tiny Images.

Unlike in our GMRF tests, we do not have access to the underlying probability distri-
butions that MNIST and the Tiny Images datasets were sampled from, so it is much more
difficult to assess the accuracy of the curves in Figure 6.4. One approximate way of eval-
uating the estimates is to fit a GMRF to the empirical covariance matrix of the data, and
then calculate the Gaussian MI analytically in the same manner as in Sec. 6.4. This new
distribution is constrained to model only pairwise interactions between the variables, and
all marginal and conditional distributions among the variables are forced to be Gaussian, so
it is not representative of the true distribution. Nevertheless, due to its high entropy and
simple correlation structure, a fitted GMRF is likely (but not guaranteed [126]) to provide
a lower bound on the MI of the true distribution.

Figure 6.5 shows the Gaussian MI curves generated by fitting GMRFS to the covariance
matrices of both the MNIST and Tiny Images datasets. It is important to note the scale of
the y-axis: the MI values obtained from the fitted GMRF's are roughly five times larger than
the predictions of the logistic regression algorithm that are shown in Figure 6.4, indicating
a severe underestimation in the latter. The curve for the Tiny Images in Figure 6.5 is
remarkably linear, only declining at the end because of the finite size of the image. This agrees
with the shape of the logistic regression curve in Figure 6.4 and almost exactly resembles the
boundary-law GMRF curve from Sec. 6.4.3 (Figure 6.1). The MNIST GMRF curve is also
approximately linear up to an inner patch length of roughly ¢ = 15 pixels, at which point
the curve bends over and begins to decrease due to finite size effects; these are exacerbated
by the fixed black border placed around each digit®. While the MNIST curves in Figures

5The MNIST digits themselves are only 20 x 20 pixels in size; since the digits are roughly centered in the
28 x 28 image, most of the outer pixels on the edges will be uniformly black and thus contribute nothing to
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Figure 6.4: MI estimates for the MNIST and Tiny Images datasets using logistic regression,
plotted relative to the side length ¢ of the inner partition. The solid lines are averages from
twenty separate trials, while the shaded regions show one standard deviation. The MNIST
curve most closely resembles the strongly-correlated uniform GMRF from Sec. 6.4.4, and
exhibits minimal variance. The Tiny Images curve is most similar to the nearest-neighbor,
boundary-law GMRF from Sec. 6.4.3 (Figure 6.1, right panel), but the shape is harder to
pin down due to its high variance.
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Figure 6.5: Analytic MI curves from the GMRFs fitted to MNIST and the Tiny Images,
plotted relative to the side length ¢ of the inner partition. The Tiny Images curve shows
a clear boundary law, while the MNIST curve also starts linear but gradually bends over.
Since the GMRF's only model simple pairwise correlations, these MI values are very likely
underestimates.
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6.4 and 6.5 have somewhat similar shapes at larger patch sizes, the linearity of the Gaussian
MNIST curve in Figure 6.5 at small ¢ is not present in the corresponding regression curve
of Figure 6.4. Taken together, these results show that if the GMRF estimates are viewed as
approximations of the simple, pairwise correlations in the images, then it is evident that the
scaling behavior of those correlations obeys a clear boundary law in both datasets. Samples
and covariance plots from the two fitted GMRF's are given in Figure 6.8.

Although the primary focus of this chapter is the use of logistic regression as a means
of quantifying MI scaling, it is clear from Figure 6.5 that GMRF techniques offer a viable
alternative. We provide here a brief discussion of the relative merits of each method. Com-
pared to a stochastically-optimized neural network, a multivariate Gaussian is very simple
to fit and provides a single, deterministic MI estimate via Eq. (6.28). The logistic regression
algorithm, by contrast, shows significant variation across trials even when the dataset is
fixed, a problem which becomes more severe at larger MI values (see, e.g., the Tiny Images
plot in Figure 6.4). The simplicity of the GMRF comes at a cost, however, since Gaussians
are inherently quadratic and thus incapable of modeling interactions between more than two
variables. We would expect complex datasets to posses these higher-order dependencies,
which favors the use of more expressive neural network models. At the same time, we can
see from comparing Figure 6.4 with Figure 6.5 that the logistic regression method captures
only a fraction of the total magnitude of the MI. Collectively, these observations suggest that
the GMRF approach should be favored when the correlation patterns are simple or when
only a rough lower-bound on the MI of a dataset is desired. By contrast, regression with a
neural network is better suited to estimate the MI of data with more complex correlations.

6.6 Discussion

Recent work in quantum many-body physics has shown that the success of a tensor network
ansatz is closely tied to the correlation structure of the underlying system. It stands to
reason that similar logic should hold in machine learning. If true, this presents us with two
main challenges. First, on a theoretical level, we must gain insight into the mathematical
relationships that exist between dataset correlations and network architecture. At the same
time, on a more practical level, we need to be able to quantify and characterize the kinds
of correlation structures present in real-world data. Our work here addresses both of these
problems, using the classical MI to establish an entanglement lower-bound for probabilistic
classification tasks and finding clear evidence for boundary-law scaling in the Tiny Images
dataset.

On the theoretical side, we established in Sec. 6.2.3 that the MI of the data features
provides a lower bound on the entanglement needed for probabilistic classification of orthog-
onal samples by a tensor network. We showed that direct entanglement estimates, taken
from the state representing the sample distribution, are artificially upper-bounded by the
logarithm of the number of samples, regardless of the nature of the distribution. When the
true entanglement is expected to exceed this bound, such as for data with a large number of
features, a different measure of correlation such as the MI is therefore necessary. Given that

the MI.
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the entanglement of a network with fixed bond dimension is nlogt (Eq. (6.7)), an MI esti-
mate can help determine both the connectivity of the network (n) and the size of the indices
(t). While the lower bound should still hold approximately on samples with small overlaps,
it will be useful to explore in future work whether and to what extent it is possible to gen-
eralize this bound to non-orthogonal featurizations. Additionally, there are many machine
learning tasks where the ground truth cannot be expressed as a probability or modulus—
e.g., regression over the real numbers R—and which therefore fall outside of our analysis.
It seems likely that the correlation structures in these tasks would still be important when
choosing the right tensor network, but the mathematical relationship is not as clear as in
the probabilistic cases studied here.

Assuming that the images analyzed in Sec. 6.5 can be mapped to tensors with minimal
overlap and that therefore the bound in Sec. 6.2.3 applies, then our numerical results suggest
that the MI of the Tiny Images obeys a boundary law. The evidence is less definitive for
MNIST, although the analytic curve obtained by fitting a GRMF shows a clear boundary
law for smaller patch sizes. This would indicate that the most appropriate tensor network to
use for probabilistic classification of these datasets from a correlation standpoint is PEPS,
whose connectivity follows a 2-D grid. However, given that exact contraction of a large
PEPS network is impossible even with small bond dimension, it would be useful to look at
alternative structures that still possess a 2-D geometry. Some possibilities include a TTN
with four child nodes, or networks with a Cayley tree structure [127] possessing four nearest
neighbors.

From a numerical perspective, our present work on MI estimation appears to be one
of the few in the literature that seeks to quantify the spatial structure of the MI, or even
just approximate the magnitude of the MI itself. Instead, most of the existing research
focuses on MI as a minimization or maximization target, as seen in various independent
component analysis algorithms [128] or in the training of generative models [129]. To our
knowledge, the only other work that explores MI scaling is that of Cheng et al. [130], which
characterized the MI of MNIST in the context of training sparse Boltzmann machines. The
authors utilized side-to-side and checkerboard partitioning schemes, focusing their analysis
on the degree to which the estimated MI value (using Kraskov’s nearest-neighbor method)
differed from the maximum MI value that could exist between the partitions. While their
results showed that the estimate was significantly smaller than the maximum, it is unclear
how much of this was actually an intrinsic property of the data or just a numerical limitation
of the nearest-neighbor method used for estimation.

Indeed, recent work by McAllester and Stratos [131] has shown that lower-bound MI
estimates based on sampling, such as our logistic regression algorithm using the DV repre-
sentation, can never produce an estimate greater than O(logn), where 7 is the number of
samples. If we make the reasonable assumption that the Gaussian curves from Figure 6.5
underestimate the true MI, then we would need on the order of 102! images to get a good
estimate of the Tiny Images MI. This is of course impossible. For MNIST, the number of
samples needed is on the order of 108, which is within the realm of possibility but would
require a massive data collection and training scheme. On a practical level, this means
that the DV representation cannot be used for MI estimation on datasets that have strong
correlations, although it is unclear whether the log(n) bound tells us anything about direct
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Figure 6.6: Covariance plots for the a) nearest-neighbor, b) uniform, and c) randomized
GMREF distributions used in Sec. 6.4. The covariance values are taken with respect to the
center variable highlighted in red, with brighter colors indicating stronger correlations and
darker pixels indicating weaker correlations.

approximations of the KL divergence in the spirit of Eq. (6.23) (which was used to produce
Figure 6.4). McAllester and Stratos recommend instead to minimize the cross-entropy as an
upper bound on the entropy, then use Eq. (6.9) to get an estimate of the MI that is not a
lower bound. This could be a useful direction for future work.

Tensor network machine learning is still in its infancy, and there is much work to be
done in understanding the strengths and weaknesses of different network designs. It is likely
that dataset correlations present in a given task will dictate the tensor structure that is
best suited for the job, but determining which correlations are most important, and knowing
how to assess that importance, is challenging. We have shown here that the scaling of
the MI within a dataset can be systematically characterized in a manner that parallels the
entanglement scaling analysis performed on quantum states, which may provide insight into
these questions.

6.7 Appendix

6.7.1 GMRF Covariances and Sample Images

Figure 6.6 shows covariance plots of the three GMRF's tested in Sec. 6.4 with respect to
a single variable highlighted in red. The magnitudes are expressed as colors to emphasize
the importance of the correlation pattern rather than the specific covariance values. The
variables that have the strongest covariance with the center variable are bright yellow, and
correspond to the variables which have a non-zero conditional correlation with the center
variable. In Figure 6.6a the four nearest-neighbor variables are clearly visible, while in Fig-
ure 6.6¢ those four variables are randomly distributed throughout the image. In Figure 6.6b
the covariance matrix is uniformly yellow, as every variable is conditionally correlated with
every other variable. Samples from these GRMF's are shown in Figure 6.7, where the subtly
of the correlation effects is evident.

104



Nearest-Neighbor Randomized

Figure 6.7: Sample “images” taken from the GRMF distributions of Sec. 6.4 at both strong
and weak correlation strengths.
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The covariance plots and sample images shown in Figure 6.8 are taken from the GRMF's
fit to the Tiny Images and MNIST. The samples posses considerably more structure than
those in Figure 6.7, which is consistent with the large MI values found in Figure 6.5. That
said, the GRMF's are clearly not able to capture the full structure of the underlying dataset
distributions, since the Tiny Images GMRF does not resemble any identifiable object and
the MNIST GMRF sample does not resemble any digit. The covariance plots of Figure 6.8
both show strong nearest-neighbor correlations, which is consistent with the boundary-law
scaling observed in Figure 6.5.
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Figure 6.8: The covariances (top row) and sample images (bottom row) from GRMF's fit to
the Tiny Images and MNIST datatsets. The covariance values are calculated with respect to
the central pixel highlighted in red, with brighter colors indicating larger values. The Tiny
Images covariance plot shows a strong nearest-neighbor pattern, while the MNIST plot has
a more complicated and long-range structure. The sample images show some structure, but
are not identifiable as a digit or object.
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Chapter 7

Conclusions and Future Directions

The goal of this thesis was to probe the underlying properties of tensor network regression
models, making use of tools from tensor analysis and quantum physics. Each work in Chap-
ters 4-6 can be viewed as the first step in understanding a different facet of these machine
learning algorithms, with much more yet to be understood. In this final chapter, we briefly
summarize our findings and suggest potential directions for future work.

In Chapter 4, we asked whether the tensor-product feature space was truly “exponential”
in practice, or if instead only small portions of it were being utilized by the tensor network
models. To this end, we developed a novel form of tensor contraction called the interaction
decomposition, and used it to split up the regression output from a classification model
into separate contributions from each interaction degree. By analyzing the magnitudes
and cumulative accuracies across the different degrees, we concluded that a large portion
of the exponential space (roughly 75%) was indeed being utilized in a non-trivial manner
by the model. However, this revelation was tempered by the fact that we were able to
construct constrained models of degree ten or less that equaled and even outperformed the
full models on MNIST and Fashion MNIST. This suggests that the tensor network models
are not extracting anything useful from the higher interaction degrees that couldn’t have
been found in the lower degrees.

The burning question raised by these results is why the full tensor network models seem
to do no better than their heavily-constrained counterparts. Is it simply because the higher-
degree feature products contain little to no information useful for solving the classification
task?” We believe this to be unlikely, although it is difficult to provide any hard evidence
to justify such skepticism. A more compelling explanation would be that the higher-degree
and lower-degree regression coefficients are inherently coupled together via the elements of
the component tensors, and therefore cannot be tuned independently of one another. It
may be that the coefficient values necessary to fully utilize the low-degree regressors would
lead to higher-degree coefficients that are deleterious to the output of the model, and thus a
compromise has to be struck. An interesting next step would be to characterize the higher-
degree coefficients that are generated from the constrained tensor network models, and see if
the regression output is fatally corrupted by the inclusion of the higher-degree contributions.

Turning next to Chapter 5, we sought to understand the rank constraints placed upon a
tensor network when it is used to represents arbitrary multilinear regression up to a given
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interaction degree. The specific quantity of interest was the multiplex rank, as this sets
a lower bound on the combined bond dimension that the network must support between
different feature partitions. After deriving a general algorithm for finding the multiplex rank
as a function of feature number and partition size, we used it to compute the necessary
bond dimensions for the virtual indices in an MPS model. Plots of these bond dimensions
revealed some interesting patterns, while also driving home the massive number of network
parameters that would be needed to represent the weight tensor for even modest interaction
degrees. When looking for the primary force behind the large multiplex rank, we found that
it was caused almost entirely by regressors which contained at least one feature from each
partition. We also assessed how much the rank could be reduced if a low-degree weight
tensors is embedded in a full-degree tensor, as is the case for the interaction decomposition
models from Chapter 4, and found only a modest decrease.

For the work in this chapter, the most pertinent question is whether the rank upper-
bounds or other properties can be translated into practical guidance for network design.
Given a particular machine learning task, we would want to tailor the bond dimension and
connectivity of the tensor network to match with the expected (or imposed) form of the
weight tensor. To this end, our most significant finding is likely to be the large impact of
inter-partition regressors, whose removal could massively shrink the size of the network. A
useful direction for future work would then be to derive the necessary conditions for these
regressors to vanish across some feature partition. With this knowledge, it would then be
possible to optimize the position of the features in the network so as to minimize the bond
dimension needed to represent the desired regression function.

Finally, we consider our work on correlation scaling from Chapter 6. Here, our focus
shifted from analyzing properties of the weight tensor to analyzing properties of the under-
lying dataset. Inspired by the entanglement analysis used in quantum many-body physics,
we looked for an analogous measure of correlation for classical features, and settled on the
mutual information. To determine the size of the correlations, we developed a novel machine
learning algorithm based on a dense feed-forward neural network that was capable of esti-
mating mutual information using a finite number of samples. After testing the algorithm on
Gaussian data with known correlations to verify its accuracy, we performed experiments on
the MNIST and Tiny Images datasets. Our results indicated that both image sets seemed
to obey an area law rather than a volume law in their correlation scaling, which mirrors the
type of state that tensor networks are used to model in quantum physics.

As with our work in Chapter 5, the key question that we want answered is how to
translate the correlation data into a set of guidelines for building tensor network models.
We can be certain that some connection must exist here, given that the properties of the
data ultimately determine the form of the weight tensor, which in turn constrains the form
of the tensor network. A promising next step would be to derive analytic expressions for
the elements of the weight tensor needed to minimize the mean-squared error, and then
assess how the correlations are reflected in the resulting expressions. Alternatively, one
could reverse our process here and instead generate data using a tensor network of some
fixed design. The correlations in this synthetic dataset would then be estimated using our
algorithm, with the resulting values being compared across different network designs and
bond dimensions. While falling short of a mathematical proof, these comparisons could
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motivate useful heuristics for network design by matching the correlation scaling of the
network with that of the dataset.
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