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Abstract

Automated diagnosis systems aim to reduce the cost of diagnosis while maintaining the same
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Conclusion

The proposed approach is composed of 4 phases; namely (1) Data acquisition of METABRIC
breast cancer subtypes datasets, (2) Data preparation and preprocessing, (3) Integrated data
profiles generation, and (4) Cascade Deep Forest-based classification. After the first phase of
four breast cancer subtypes datasets acquisition, the proposed system moves to the second phase
of data preparation and preprocessing with only three sub-datasets; namely the clinical data, the
features of Copy Number Aberrations (CNA) and Copy Number Variations (CNV) data types, as
the fourth sub-dataset of gene expression iIs submitted as it is without any preprocessing to the
third phase of integrated data profiles generation. In the second phase, data cleaning and
Imputation preprocessing are applied to the clinical data, whereas statistical analysis is applied to
the CNA and CNV features. Subsequently, in phase three, the data profiles are generated by
concatenating the genomics and clinical features to obtain the integrated data profiles. Finally,
the stages of classification process are employed in the fourth phase for training and teasing the
proposed system through using the cascade Deep Forest model.

This research proposes a Deep Forest classifier for the IntClust and Pam50 breast cancer
subtypes. The experiments are carried out using different combinations of trees and estimators,
specifically 100, 300, 500, 700, and 900, as well as layers and k-folds of 5 and 10. Gene
expression alone significantly gave the best performance, with an accuracy of 83.45% for 5
subtypes and 77.55% for 10 subtypes, and time about 5 s for 10 subtypes, and 7 s for 5 subtypes.
The integration of datasets did not give any improvement, where for the 5 subtypes, CNA and
CNV data achieved 56.7%, while CNA alone achieved 55.74%, and CNV alone achieved
55.41%. For the 10 subtypes, the clinical data achieved 43.5%, CNV alone achieved 53.06%,
and the CNA alone achieved 51.70%. The integrated clinical data with the CNA achieved
60.20%, the Integrated clinical data with CNV achieved 57.82%, and the integrated clinical data
with both CNA and CNV achieved 61.56%. It is concluded that using gene expression alone
achieves comparable results.



