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Abstract

The state-of-the-art model language models have matched human performance in reading for comprehension tasks for

both English and French languages.Simultaneously, research has been done on improving those models performance on

Open Domain Question Answering (ODQA) in English. However, Open Domain Question Answering (ODQA) in French

language has been left behind due to the lack ODQA datasets. In the present work, we built an ODQA dataset from

Wikipedia articles and the French Reading Comprehension datasets. Furthermore, we used that dataset to build an end-

to-end framework for ODQA in French. The framework used the BM25 algorithm to query the documents and efficiently

process them using the fusion in the decoder model as a reader. It achieved an exact match ratio of 58 %, an F1 score

of 76 % on the validation set, using only four paragraphs as context. Those results showed that despite using a smaller

dataset, we were able to get comparable results to an ODQA model trained on large English datasets.

The code, the dataset and the model used for this work will be made available in the HuggingFace library upon approval

of this work.

Hypothesis

The following hypothesis is stated in our work: training the state-of-the-art model for ODQA on a French datasets will

yield statistically the same performance as training with the English datasets.

Datasets

The dataset were built from 2 different French Reading for Comprehension datasets: the FQuad [2] and the PIAF [4]

dataset.

For each question in the PIAF dataset and FQuad, supporting paragraphs were retrieved from french Wikipedia articles

saved in Elasticsearch.

The plot on figure 1 illustrate our dataset size and splits

Figure 1. Dataset size for each split

Methods

A standard framework for ODQA consists of two main components, a retriever and a reader. The retriever is a classical

information retrieval system that uses the BM25 algorithm to retrieve supporting paragraphs given a question.

A reader is a language model that inputs the question and supporting paragraphs and predicts the answer. The answer

prediction can be either reading for comprehension or a text generation task. The plot on the figure 2 illustrates the

general framework for ODQA

Figure 2. General framework for ODQA. Image

source : [6]

Figure 3. Fusion in decoder approach suggested

by [3]

The reader for this work was built on top of the fusion in decoder [3], it is a generative model approach which process

multiple paragraphs concurrently in the encoder and produce a vector representation of those paragraphs. Then used

that vector in the decoder to generate the answer. Figure 3 illustrates the fusion in the decoder approach.

Key Finding

Training the state-of-the-art model for ODQA on a smaller French dataset will yield statistically the same

performance as training with a large English dataset.

As for the English, French Language models can leverage paragraphs retrieved from classical information retrieval

systems to boost their performances.

The fusion in the decoder [3] model trained on the french QA dataset with only four contexts paragraphs yields

better results for information requests or simple questions such as a question about names, places, and numbers.

Unfortunately, the model yielded poor results on questions that require long answers because in general they are

question that involves reasoning.

And failed to generalize on a new dataset, datasets that contain paragraphs that were not seen during training.

Evaluation Metrics

Both F1 score and Exact match ratio (EM) are used to evaluate the model’s performance for the question-answering

model [2]. The EM measures the percentage of prediction that matches the ground truth answer. The F1, on the other

hand, computes the average overlap between the prediction and the ground truth tokens.

Results and Analysis

The model yield a f1 score of 76 % and EM 58.64 on the validation set . And a f1 57.79 , an EM 41.93 the test set.

The table 1 illustrates how our results compare to those obtained by training the model’s same models in English ODQA.

Table 1. Comparison of our method with Results on Squad Open

Dataset FQuAD Val SQuAD Val

EM F1 EM F1

number_context

Path Retriever [1] - - 56.5 63.8

Fusion-in-Decoder (large) [3] - - 56.7 63.2

Our method with four context 58.56 76.14 - -

The figure 2 illustrates the f1 score and the exact match of our model grouped by question types on our validation set.

Table 2. Results By Question Types

f1 exact count answer_length number_words

question_type

qui 0.85 0.76 444 15.98 2.48

quand 0.84 0.68 201 12.73 2.69

combien 0.80 0.64 171 9.93 2.06

quel 0.74 0.57 1029 19.84 3.27

quoi 0.71 0.47 140 28.25 4.58

qu’est 0.68 0.56 50 22.86 3.66

pourquoi 0.68 0.37 63 38.41 6.56

FutureWork

While our results are interesting, this work is still in progress, and in future versions we would like to :

Use neural information retrieval approaches and analyze how the quality of retrieved documents affects the model

performance.

Compress the model into an smaller size and analyze how it perform compared to the baseline approach.
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