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BACKGROUND

 About 20% of overall downtime of a wind turbine (WT) across its

lifetime is often caused by gearbox failure (Tautz-weinert and

Watson, 2016; Bruce et al., 2015).

 Accurate predicting gearbox oil temperature is very relevant to the

health monitoring of the WT gearbox.

 While the climatic operational conditions of the WT can influence

the temperature of the gearbox oil, such influence is more

pronounced in sites where spatio-temporal variation of climatic

conditions is highly dynamic.

 Deep learning techniques offers a high prospects but this must be

compared to other machine learning models like the Long Short-

Term Memory (LSTM), for effectiveness and efficiency
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 WT gearbox oil temperature can be predicted from meteorological

data.

 GA optimized ANFIS performed better than the PSO optimized

ANFIS and SVR.

 The LSTM technique, however, outperformed the other models in

accuracy (𝑅2, MAPE), robustness (rMBE) and error deviations

(MAD, RMSE), though at a relatively higher computational time

compared to SVR.

 LSTM is very useful for the gear oil temperature condition

monitoring for the case study wind farm.
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The aim of this study is to investigate the effectiveness of the LSTM

deep learning model in predicting gearbox oil temperature of a WT

gearbox.

Objectives 

i. Investigate the effectiveness of gearbox oil temperature prediction

from meteorological variables

ii. To compare evolutionary-based machine learning models (ANFIS-

GA, ANFIS-PSO) and support vector regression (SVR) with deep

learning LSTM model for gearbox oil temperature prediction

iii. To investigate dynamics of several performance metrics in the

models developed
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Motivation 

Monitoring WT gearbox conditions have been carried out from time

series data from the SCADA approach, however,

i. Meteorological variables play significant roles in its influence and

this has not been considered

ii. Comparing deep learning models with evolutionary-based soft

computing and regression-based models in this space is less

explored

iii. Investigating the influence of several model performance

evaluation criteria on gear oil temperature prediction to prevent

model bias (Adedeji et al., 2022, 2020) is sparse in the literature

Data Collection 

 Nojoli wind farm, Eastern Cape, South Africa between 2016 and

2020 – wind farm comprises 44 WTs each with a rated capacity of

2MW

 Wind farm missing data were deleted

 Data Division: 70%- Training ; 30% Testing
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Hyperparameters Optimized with 
GA & PSO  

For a given sample space

the support vector regression model seeks to fit a linear model

to minimize the regularized ϵ-intensive loss

function, ℒ𝜖(𝑊, 𝑏) expressed as (Schölkopf et al., 2002)

such that 𝑧 𝜖 = max(0, 𝑧 − 𝜖). An error 𝑡𝑝 − 𝑓 𝑋𝑝 ,𝑊, 𝑏 is

penalized only if its absolute value is greater than 𝜖 (Gala et al., 2016).

In solving the linear model, the SVR loss function is written as a

minimization function over 𝐿(𝑊, 𝑏, 𝜉) expressed as a primal problem

as follows:

Subject to 

where 𝐶 is the penalty constant, 𝜖 is the tolerance, 𝜉 distance from 

loss function. 
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Support Vector Regression Model  

Long Short-term Memory Model 

Model Architectures

PSO & GA Optimized ANFIS Model FIGURE 4.  Model training with ANFIS-GA FIGURE 5.  Model testing with ANFIS-GA

FIGURE 9.  Model Testing with SVR

FIGURE 10.  Model Training with LSTM

FIGURE 8.  Model training with SVR

FIGURE 11.  Model Testing with LSTM

Phase RMSE MAD MAPE 𝑹𝟐 rMBE CT (s)

ANFIS-GA
Training 2.61 2.10 4.45 0.850 0.41 118.35

Testing 3.79 2.93 5.90 0.670 1.74

ANFIS-PSO
Training 2.81 2.22 4.58 0.830 -5.67E-12 126.79

Testing 4.48 3.42 6.60 0.550 3.33

SVR
Training 1.43 1.03 2.20 0.956 -0.041 15.31

Testing 4.59 3.63 7.70 0.534 -2.34

LSTM Training 0.37 0.27 0.58 0.997 0.088 30.00

Testing 1.82 0.93 3.01 0.926 2.661

TABLE 1.  Model Performance Evaluation Metrics 
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Model Performance Evaluation Metrics

 Comparison plots of the observed WT oil temperature and

predicted were plotted (Figures 4 - 11).

 The values of the performance evaluation metrics applied to each

model was also presented (Table 1).
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FIGURE 6.  Model training with ANFIS-PSO FIGURE 7.  Model testing with ANFIS-PSO
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Performance Evaluation

ANFIS- Adaptive Neurofuzzy Inference System PSO- Particle Swarm Optimization GA- Genetic Algorithm

SVR- Support Vector Regression RMSE- Root Mean Square Error MAD- Mean Absolute Deviation

𝑅2 – Coefficient of Determination MAPE- Mean Absolute Percentage Error

rMBE- Relative Mean Bias Error LSTM- Long Short-term Memory
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