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1 - Motivation and objective

➢ Develop a model for efficient real-time patient monitoring and delivering high-quality personalized healthcare..

➢ Addressing growing medical knowledge, evolving diseases, and COVID-19 challenges for enhanced patient monitoring and 
personalized care..

Goal

Motivation

Problem

➢ Increase in chronic diseases

S

2 - Medical data Analysis

The study utilized the health data of 30 patients who were hospitalized during the COVID-19 period. Regular analyses were 
conducted on these patients to monitor the progression of their health condition.

DATASET

PREPROCESSING

Preparation and cleaning of patient data to enhance the quality and relevance of subsequent analysis and treatment outcomes.

Idea

Dimension reduction (PCA)

PROCESSING

Clustering :
Cluster similar patients into homogeneous subgroups. The aim is to identify hidden structures and patterns in the patients' data.

3 - Clustering automation (Supervised learning)

Assisting doctors in classifying patients based on their test results.

Goal

At the end of this study, the LGBM classifier has been chosen to assist in the automatic classification of patients.

4 - Predictions with Markov Process

TRANSITION   GRAPH    AND  TRANSITION    MATRIX

TRANSITION    MATRIX   PROPERTISES
M is a stochastic, regular, irreducible, and diagonalizable matrix. Its largest eigenvalue is equal to 1. According to the Perron-
Frobenius theorem, the Markov Process with a transition matrix M has a unique steady state. This steady state is represented by 
the normalized form of the eigenvector associated with the eigenvalue 1.

DAILY  PATIENT  DISTRIBUTION   OVERVIEW

FORCAST   PATIENT HEALTH   CHANGES

FORCAST   PATIENT   TRAJECTORY

Optimize patient flow and resource management.

Facilitates proactive interventions and timely treatment adjustments for better patient care.

Facilitates personalized care plans and proactive. measures

Goal

Goal

Goal

Although the elbow and silhouette methods suggested 3 as the 
optimal number of clusters for is to enable doctors to track, in 
real-time, even subtle change clustering, we performed 
clustering into 6 groups. The aims in patients' health conditions. 

The study bellow chose the Euclidean distance as the metric to assess the dissimilarity between patients' analysis data. This decision 
aims to achieve a good clustering outcome, enabling the grouping of similar patients based on their data patterns.

Kmeans clustering with K = 6

Kmeans clustering

Elbow Silhouette

Choice of the  metric

Choice of K
Hierarchical clustering

Choice of the linkage method

Following the aforementioned study, which aimed to determine 
the most suitable similarity criterion for hierarchical clustering, 
the Ward method was ultimately selected. This method enables 
the formation of clusters that are both compact and 
homogeneous.

For the rest of the study, only 
the results of the K-means 
clustering will be considered.

Applying PCA to the data allows for 
simplifying their representation, identifying 
the most important variables, facilitating 
visualization, and enhancing the performance 
of subsequent analysis techniques.

5 - Limitations and Perspectives

➢ Independence assumption neglects key factors impacting 
health outcomes.

➢ Assumption of stationarity in Markov models conflicts with 
the dynamic nature of healthcare

Using advanced modeling techniques such as non-stationary hidden 
Markov processes or regime-switching Markov models.
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