
In the real world, especially in the medical imaging context,
data scarcity and limited labeled data are recurrent and
frequent problems. This is very often a bottleneck to high-
performance of recent Deep Learning approaches that are very
data-hungry.

In this work, we show that active learning could be very effective
in data scarcity situations, where obtaining labeled data is
expensive. We compare several acquisition functions (AF) such
as BALD, MeanSTD, and MaxEntropy on the ISIC 2016 Melanoma
detection dataset, explore the impact of selecting either the
most or least uncertain samples, and leverage the effect of
acquired pool sizes on the performance of the model.

Our results on the Melanoma detection test set, demonstrate
that uncertainty is useful to the Melanoma detection task and
that it is more beneficial to select the most uncertain pool
samples. These results suggest that active learning could be
very useful for medical imaging tasks (in particular) and more
generally in low-resource settings.

We showed the efficiency of Active Learning in the
context of the Melanoma Detection Task and is
strongly viable in the context of low-resource
settings (e.g. in medical domain)

THE
FORMULA

DATA & TASK DESCRIPTION
The task is to detect if a given image is cancerous or not
The ISIC 2016 is a dataset of dermoscopic created to enable
automated diagnosis of melanoma

IMPORTANCE OF EPISTEMIC UNCERTAINTY

Our experiments have shown that uncertainty
is beneficial to our Melanoma Detection task.
Additionally, ablation studies revealed that, in
the context of our Melanoma Detection task,
max_entropy has been proven to be agnostic
of the acquisition function, offering more
robustness and flexibility.
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As future work, leverage EPIG (Smith et al.,
2023) a recent AF which offers better
performance than Bald

Incorporating uncertainty with AFs in model
training is useful and increases performance
Query size impacts performance of the
model the test set  For the loss metric, we can observe that generally, all acquisition functions are impacted by the query

size: on average, a higher query size leads to a lower loss value
 For accuracy, even though the scale doesn't change that much, On the accuracy scale, we can see
that max entropy and mean std vary a lot compared to bald, which consequently offers more
stability. This is because BALD avoided selecting noisy points: nearby images for which there exist
multiple noisy labels of different classes (points for which the aleatoric uncertainty is large)
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