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Introduction

Credit scoring plays a crucial role in determining an individual’s creditworthiness and has a significant impact on their financial opportunities. Traditional credit scoring models have long been the standard in evaluating credit risk, relying on historical financial data and statistical algorithms. However, concerns have emerged regarding the fairness and potential biases embedded within these models, leading to a growing need for assessing and implementing fairness in credit scoring.

Fairness in credit scoring refers to the equitable treatment of individuals from diverse backgrounds, regardless of protected characteristics such as race, gender, or age. Biases in credit scoring models can inadvertently lead to discrimination and disparities in access to credit, perpetuating existing social and economic inequalities.

The research aims to explore the assessment and implementation of fairness in credit scoring. We will delve into the various methods and techniques used to assess fairness, and the strategies for implementing fair credit scoring models. By understanding the underlying issues and adopting fair credit assessment practices,

Methods

Biased models can exhibit unfairness and the strategies for implementing fair credit scoring models. By understanding the underlying issues and adopting fair credit assessment practices,

Data

Age is considered as the protected attribute contributing to bias during training and unfairness in prediction.

Methodology

Figure 2 shows fairness integration in ML which involves different stages where fairness measures and bias mitigation methods are incorporated in ML. The methods are divided into three stages, pre-processing, in-processing, and post-processing methods.

- **Pre-processing techniques** are applied before the training of the classifier to modify the dataset and features in a way that reduces the influence of protected attributes on the learning process.
- **In-processing techniques** integrate bias mitigation directly into the training process of the classifier to create a fairer classifier directly.
- **Post-processing techniques** are applied after the classifier has made predictions, they adjust the predictions made by the classifier to achieve fairness objectives after the prediction phase.

Experiment and Results

To evaluate the performance of different bias mitigation methods, we used fairness assessment metrics to measure the model’s fairness and potential bias showed in Table 3.

### Table 3. Credit Dataset Results

<table>
<thead>
<tr>
<th>Mitigation</th>
<th>Technique</th>
<th>AOD</th>
<th>EOD</th>
<th>SPD</th>
<th>DT</th>
<th>TI</th>
<th>FPRD</th>
<th>FNRD</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>No mitigation</td>
<td>None</td>
<td>0.129</td>
<td>0.025</td>
<td>0.448</td>
<td>0.039</td>
<td>-0.201</td>
<td>0.057</td>
<td>94.48</td>
<td></td>
</tr>
<tr>
<td>Reweighting</td>
<td>Pre</td>
<td>0.127</td>
<td>0.055</td>
<td>0.444</td>
<td>0.034</td>
<td>-0.199</td>
<td>0.055</td>
<td>94.11</td>
<td></td>
</tr>
<tr>
<td>Learning Fair Representations</td>
<td>Pre</td>
<td>0.007</td>
<td>0.007</td>
<td>0.005</td>
<td>0.005</td>
<td>0.008</td>
<td>0.007</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>Disparate Impact Remover</td>
<td>Pre</td>
<td>0.159</td>
<td>0.051</td>
<td>0.452</td>
<td>0.051</td>
<td>0.268</td>
<td>0.051</td>
<td>86.82</td>
<td></td>
</tr>
</tbody>
</table>

- For no bias mitigation technique, the results suggest some disparity in the treatment of the privileged group compared to the unprivileged group.
- The results for reweighting show that there are still some disparities in the treatment and outcomes for the privileged group compared to the unprivileged group. The privileged group generally has higher probabilities of favourable outcomes, but there are differences in various fairness metrics.
- For Learning Fair Representations, the results indicate that applying the Learning Fair Representations has helped reduce disparities and promote fairness in the credit scoring classification for the privileged group. The metrics show improvements in terms of reducing disparities in different fairness metrics.
- For Disparate Impact Remover, the results indicate that applying the Disparate Impact Remover has helped reduce disparities and promote fairness in the credit scoring classification for the privileged group. The metrics show improvements in terms of reducing disparities in different fairness metrics.

Conclusion

To address these biases and promote fairness, we explored pre-processing bias mitigation methods, including Reweighing, Learning Fair Representations (LFR), and Disparate Impact Remover. The results showed that each method contributed to reducing disparities and promoting fairness to some extent. Reweighing and Learning Fair Representations helped reduce the level of disparities across multiple fairness metrics, while the Disparate Impact Remover worked towards equalizing the impact of protected attributes on the prediction outcomes.

However, it’s important to note that despite the improvements from pre-processing methods, there is still a need for in-processing and post-processing bias mitigation techniques to further enhance fairness in credit scoring which is a continuation of this paper.
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