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• In the modern era of social media, where online reviews, discussions, 
and comments are abundant, people and businesses heavily depend on 
content from these platforms to inform their choices.  

• Analyzing and extracting valuable information from extensive amounts 
of text can be a challenging endeavor, this is where automated 
sentiment analysis systems come to the forefront. 

• However, Nigerian languages are low-resource in the context of the 
sentiment classification task.

• Using deep learning-based approaches such as pre-trained language 
models which have been shown to have gotten impressive performance 
on different NLP is computationally expensive and resources for 
training those kinds of models are not readily available in Nigeria.

• Furthermore, the sentiment lexicon has been curated for these languages 
but not used for developing sentiment classifiers for these languages.

MOTIVATION

OBJECTIVES

CONCLUSION
To improve the precision and efficiency of lexicon-based sentiment categorization, the researcher's study emphasizes the 
necessity for more comprehensive lexicon resources for African languages. For accurate sentiment analysis in African 
languages, language-specific lexicons must still be developed and made available, even though the machine learning 
approach shows promise in the absence of enough lexicons.

FRAMEWORK

DATA COLLECTION AND VISUALIZATION

i. Lexicon-based sentiment classification were performed for 4 African 
languages {Nigerian Pidgin, Yoruba, Igbo, Hausa}.

ii. Investigation on how preprocessing techniques and other lexicon-based 
approaches influence the performance of sentiment classification models 
specifically designed for African languages.

iii. Comparison of  the result of  lexicon-based approach with machine 
learning approach of sentiment classification for African languages.
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LEXICON BASED SENTIMENT CLASSIFICATION 
FOR SELECTED AFRICAN LANGUAGES

Language 
code

Name Language family Number of speakers 
(approx.)

Number of Tweets

ha Hausa Chadic 120000000 14172

ig Igbo Niger-congo 25000000 10192

pcm Naija 
pidgin

English creole 78000000 5123

yo Yoruba Niger-congo 30000000 8522

Tweets used for the work was obtained  from 
Afrisenti Datatset

RESULTS

Source:https://github.com/afrisenti-semeval/afrisent-
semeval-2023/tree/main/sentiment_lexicon

Result generated using Tweets in Original Language(Hausa, Igbo)

 Result generated without 
preprocessing dataset.

The result of the classification carried out on 
preprocessed translated datasets

Result of the classification carried out on 
un-preprocessed translated datasets


