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 Background: Model-based Reinforcement Learning

Model-based reinforcement learning (MBRL) is a successful 
strategy for learning complex tasks in robotics. By 
Leveraging learned probabilistic dynamics models, MBRL 
can learn robust policies using minimal data.  However, 
such data-driven models can be blind to safety and 
feasibility constraints present in the real world.
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Safe Trajectories

Constraint Violation!

Pathwise Trajectory Sampling

● We can generate samples from a GP in linear time 
complexity          by using Matheron’s rule for GPs:  

Safe Policy Search

● we train a pathwise GP on data                   where
                        and                            .

● Next, we compute the Monte Carlo estimate of the 
expected return using safe trajectories generated 
using the GP and the current policy. 

● Lastly, we compute the gradient of the expected 
return w.r.t. policy parameters and update the policy.

Estimate expected return

 

Rejection Sampling

Gaussian Process Dynamics Model
● We setup trajectories into a dataset                   , where                         and                               .

● We train the GP parameters on the data by maximising the marginal log likelihood

Long-term Predictions (Trajectory Sampling)

Standard Trajectory Sampling

● Iteratively perform random one-step 
predictions according to

Pathwise Trajectory Sampling

● Sample deterministic “paths” from prior and 
transform into posterior samples

Performance

Safety

We evaluate our method by training a policy on a simulated reach task where the robot is constrained along the Z-axis 
by an overhead obstacle. The resulting policy is deployed sim-to-real on a physical robot with no further fine tuning. 


