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Abstract: In feature selection, applications often require 

very high-dimensional data. Feature selection algorithms are 

therefore designed to identify the relevant feature subset from 

helps to reduce dataset dimensionality, lessen the running 

time, and/or improve the prediction accuracy. In this paper, 

probabilistically selects attributes depending on the pheromone 

used for the experimental evaluation of the proposed approach. 

The experimental results of the proposed technique are very 

are selected using the proposed technique and the existing 

genetic search technique.
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symmetric uncertainty, 

INTRODUCTION

resulted in the production of large amount of data. In 

machine learning it is treated as a tricky issue and also 

et al., 

2001). This is not generally valid in practical experience, 

since not all the features present in high dimensional 

datasets facilitate the prediction of target class. A large 

portion of the features in the datasets are redundant and 

irrelevant to the model and may negatively affect the 

Feature subset selection is considered as an important 

variables but also for the enhanced understandability, 

scalability, and possibly, accuracy of the resulting models. 

The process of feature selection is to select a subset of 

same predictive information and also irrelevant features, 

the features have no impact on class label. In general, 

requires a searching technique that explores all possible 

not feasible even for a small number of features because 
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of its computational complexity. Therefore, feature 

et al

feature selection strategies can be divided into four 

(Saeys et al., 2007).

et al., 

feature subset, a learning algorithm is used besides some 

search strategy. They are computationally expensive as 

 In embedded methods, feature selection is integrated 

as a part of the learning process. These strategies utilise 

the entire dataset and do not split the dataset into test 

technique each selected subset is not evaluated like in 

et al

successive steps (Tabakhi et al., 2014). This approach is 

termed as hybrid feature selection scheme. In the hybrid 

et al., 2011).

fame due to their superior performance to solve feature 

Aghdam et al

structure, positive feedback and has good local and 

global search ability. 

et al

et al., 

2007). In this approach, all of the features are visited by 

approach, the ants can only analyse the successive 

feature and are unable to travel in any desired sequence 

of attributes. This limitation decreases the search 

exploration that results from non-optimal solutions. 

introduced by Abd-Alsabour et al

(Abd-Alsabour et al

revealed that varying the length of selected subsets of 

attributes delivered better performance as compared to 

et al

facilitate to eliminate redundant features.

et al

et al., 2013). The adopted binary strategy 

et al

the topology of the proposed algorithm as a circular 

desirability F-score and mutual information. From the 

preliminary experimentations, authors have concluded 

 Tabakhi et al

an implicit relevance and explicit redundancy analysis. 

relevance of attributes in the dataset cannot be decided 

dataset (Tabakhi et al., 2014).
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are minimum redundancy and maximum relevance 

The performance of the proposed approach may be 

enhanced by utilising different measures of relevance 

 Sequence based feature selection (SFS) is another 

et al

linked graph of nodes to represent the problem and puts 

the pheromone on edges instead of nodes. Each ant should 

visit all the nodes and at the end of iteration every ant has 

next step for selecting a subsequence of it and considered 

as candidate solutions. SFS technique expands the 

quantity of possible solutions (for assessment) but the 

quantity also increases the computational time of their 

algorithm.  

et al. (2007). In the method, 

training samples.

et al. (2002) proposed a support vector 

RFE starts by selecting the dataset features via 

vector of the hyperplane constructed by the training 

samples in order to rank the features. During each 

hyperplane is constructed and so on. The limitation of 

et al., 2002). 

et al. proposed a cat 

et al. (2016) concluded 

heavily rely on the initialisation in terms of the number 

 Recently in 2016, Wang et al

rough set model called fuzzy neighbourhood rough set. 

This model decreased the possibility that an instance 

on the performance of the proposed attribute reduction 

algorithm. Selection of suitable values of parameters 

for each dataset according to the numbers of selected 

issue of this technique.

the quality of feature selection. They disclosed that the 

features is very helpful for improving the original 

feature selection algorithms. In their study, they used 

interaction but they also added that evaluation measure 

could be changed if the aim of feature selection is other 

include redundancy among its features (Li , 2016).

 Various methods have been proposed for feature 

survey of the different feature selection techniques, it can 

be summarised that still there is room to search for an 

accuracy and reducing the dimension of datasets. 

 An important issue in feature selection is the 

quality feature subset and eliminate both redundant and 

irrelevant features from the dataset under observation. 

guide the search procedure and to remove the irrelevant 

Symmetrical uncertainty is used as a heuristic function. 



146 Saba Jameel & Saif Ur Rehman

June 2018 Journal of the National Science Foundation of Sri Lanka 46(2)

METHODOLOGY

Feature selection is a discrete optimisation problem 

et al

based mechanism for the selection of feature subset. The 

algorithm is employed to evaluate the usefulness of 

In 1996, Dorigo et al. embraced this idea and suggested 

using a probability function based on the pheromone 

value and desirability value. On the completion of each 

iteration, all the candidate solutions are evaluated and the 

pheromones on visited paths are updated. In successive 

m-nodes m is the total 

et al

et al

among the nodes has been reduced in binary approach, 

but there is no possibility to apply any sort of mutual 

et al., 

2006) as heuristic function, because of the absence 

redundant features cannot be eliminated in this binary 

approach. 

 In the proposed approach, the complete graph is used 

number of features except for target feature. Each feature 

is represented through a node. The start node is selected 

by every ant through guided random selection; for this 

also consists of a terminal node. The terminal node is 

node in the graph. When a terminal node is selected 

by an ant, it does not include further nodes and its trail 

is regarded as complete. In the proposed algorithm, 

the number of features to be selected by an ant is not 

feature subsets arbitrarily. 

Attribute’s selection

to compute the selection probability of subsequent 

probability is the pheromone amount that is associated 

of an attribute. If an ant is at node l, the probability of 

selecting the next node as m is computed through the 

probability equation. It is essential that the node m has 

              (1) 

 ...(1)

 

 In equation (1)  represents the pheromone amount 

among node l and node m, and  is the heuristic value. 

the value of pheromone and heuristic, respectively.

Heuristic function

In the proposed algorithm, to calculate the heuristic 

function, symmetrical uncertainty (SU) is used. 

Symmetry is a desired property for measuring correlations 

among attributes. SU has various advantages i.e. its 
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nature is symmetric hence SU (i, j) is same as that of SU 

(j, i), consequently it decreases the required number of 

comparisons. It is not affected by multi valued features 

as the information gain, and its values are normalised in 

 ...(2)

 

IG(X/Y) represents information gain of attributes X and 

Y. The entropy of attribute X is represented by H(X) and 

the entropy of attribute Y is H(Y). If the value of SU(X, Y) 

is 1, it indicates that X and Y are absolutely dependant; a 

the attributes.

 

To discover the importance of a particular subset of 

et al

     (3)  ...(3)

     (3) 
 represents the quantity of example correctly 

aggregate amount of test cases. Fitness is computed for 

every fold and then averaged.

When every ant completes their visit, the pheromone 

values are updated, so for search, future ants can utilise  

this information. The values of pheromone are updated 

through equation (4)  

     (4)  ...(4)

 The value of pheromone among node l and m in 

lm

represents the quality of the solution; quality depends on 

The aim of the pheromone upgrade is to boost the value 

ones generally. This is accomplished by reducing the 

more appealing and have more chances of selection. To 

used in equation (4).

     (5) 

 The value of pheromone among node l and m in the 

lm 

pheromone evaporation rate.

 (D: dataset, C:

iterations, A: S
c
: 

current subset, S
g
: global best subset)

 Subset                 // an optimal subset

begin algorithm

2. 
i, 

of each feature 

3. 

equation 2,  S
i,j

4. Initialise the intensity of pheromone  associated 

6. 

7. for t=1 to C do

8.   for K= 1 to A do

9.   Generate a subset of feature S.

10.   Evaluate each feature subset S, using the  

  computed value of SU between features

11.               if ( S
c
>S

g
 )

12.     S
g
 = S

c

13.    end if

14.  end for 

15. Update pheromone according to the pheromone 

updating rule from equation (4) and goto Line 

No. 7

16.  end for 

17. Report best feature subset, S
g

end algorithm 

RESULTS AND DISCUSSION

included common and benchmark datasets used for 
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feature selection performance evaluation. The primary 

statistical details about the datasets are given in Table 1. 

cross-validation is used for all of the experiments. In 

this cross-validation, the datasets are divided randomly 

into 10 equal sized, mutually exclusive subsets. Each 

of the subsets is used once for testing and the rest of 

9 are utilised for training. The parameters used in the 

experiments incorporate pheromone evaporation rate 

 - 0.09; maximum iteration of the proposed algorithm - 

100; moderation factor used in pheromone update - 0.1; 

respectively - 1. 

Datasets No. of attributes No. of instances No. of classes

Vehicle   18 848 4

Diabetes             8 768 2

Zoo 17 101 7

Table 1: Dataset statistics used

 Without attribute Feature selection using Feature subset

Datasets  Accuracy

Tic-tac-toe 69.83 73.06 74.21

Iris2 86.67 92.00 92.00
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the proposed algorithm optimal feature subset is selected 

accuracy is calculated. Feature selection using the proposed 

feature selection based on genetic search by using naïve 

achieved better performance on nine datasets out of 

subset selection using genetic search against each dataset 

 During the experimentations on the different datasets, 

results in better accuracy as compared to the accuracy 

proposed technique produce better accuracy in nine out 

In addition to the accuracy, the number of features 

reduced are also demonstrated. For the experimentation, 

et al et al., 2014). The 

discussed in Table 1 are considered for evaluation. During 

performed better in most of the cases and it has reduced 

 In Table 3, the number of features reduced by 

competing feature subset selection techniques is 

performance of the proposed feature subset selection 

technique is more accurate as compared to the other 

competing feature subset selection techniques.

Datasets Total features  No. of features reduced

  based technique Tabakhi et al et al., 2013

Tic-tac-toe            9 4 2 3

Iris2            4 2 0 1
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CONCLUSION 

feature selection model and adequate performance of 

based feature selection scheme performance reduced 
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