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ABSTRACT

Two 2×10-year climate change experiments made with the Rossby Centre regional
Atmospheric climate model (RCA) are reported. These two experiments are driven by boundary
data from two global climate change simulations, one made with HadCM2 and the other with
ECHAM4/OPYC3, in which the global mean warming is virtually the same, 2.6°C. The changes
in mean temperature and precipitation show similarities (including broadly the same increase
in temperature and in northern Europe a general increase in annual precipitation) as well as
differences between the two RCA experiments. These changes are strongly governed by the
driving GCM simulations. Even on the RCA grid box scale, the differences in change between
RCA and the driving GCM are generally smaller than the differences between the two GCMs.
Typically about a half of the local differences between the two RCA simulations are attributed
to noise generated by internal variability, which also seems to explain a substantial part of the
RCA–GCM differences particularly for precipitation change. RCA includes interactive model
components for the Baltic Sea and inland lakes of northern Europe. The simulated changes in
these water bodies are discussed with emphasis on the wintertime ice conditions. Comparison
with an earlier RCA experiment indicates that a physically consistent treatment of these water
bodies is also of importance for the simulated atmospheric climate change.

1. Introduction circulation model (GCM) simulation. The tech-

nique is motivated partly by the fact that high-
Predicting climate changes and future climate resolution regional models should better than

on the regional scale is a very challenging but an GCMs account for mesoscale forcings such as
important task since, in practice, the impacts of complex topography and regional water bodies
climate change need to be studied on the regional that modify the regional climate. In addition,
rather than global scale. One of the several tech- increased resolution may add detail to the simu-
niques being used for this task is regional climate lated weather systems, thereby leading to a more
modelling, also known as dynamical downscaling realistic simulation of daily weather variability
(Giorgi and Mearns, 1991, 1999; McGregor, 1997). (Christensen et al., 1998).
In this approach, a high-resolution limited-area Regional climate simulations for an area
model (regional climate model=RCM) is run covering northern and central Europe have been
with boundary data taken from a global general recently conducted at the Rossby Centre, which is

part of the SWEdish regional CLImate Modelling

programme SWECLIM. These experiments use* Corresponding author.
e-mail: Jouni.Raisanen@smhi.se boundary data from two atmosphere–ocean
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GCMs, HadCM2 (Johns et al., 1997; Mitchell and stantially just by using longer time slices from the
same GCM experiments to drive the RCM.Johns, 1997) and ECHAM4/OPYC3 (Roeckner

et al., 1996, 1999; Oberhuber, 1993). As the first Conversely, if the relative impact of internal vari-

ability would appear small, then the lengtheningstep, the regional model was run at 88 km reso-
lution. The control (‘present-day’) climates in these of the simulations would probably not help much.

It is likewise important to estimate the importancesimulations were discussed by Rummukainen et al.

(2000). Here we study the climate changes of internal variability for the differences in climate
change between the RCM and the driving GCM.obtained by also running the regional model with

boundary data from increased greenhouse gas Another topic discussed here are the changes in

the Baltic Sea and inland lakes (mainly the icesimulations with the two GCMs.
In RCM climate change studies reported to conditions) that may accompany a greenhouse-

gas induced warming in northern Europe. Thedate (Giorgi et al., 1994; Jones et al., 1997; Renwick

et al., 1998), only one driving GCM has been Rossby Centre regional model with its explicit
model components for both the lakes and theused. However, the control climate in regional

models is strongly affected by the boundary condi- Baltic Sea provides a suitable platform for

addressing this issue, unlike the two GCMs thattions (Noguer et al., 1998), and this is also neces-
sarily the case with the simulated climate changes. exclude lakes and resolve the Baltic Sea only very

crudely. The extent to which these water bodiesUsing two driving GCMs allows a quantitative

approach on this issue. It is of particular interest modify the simulated change in atmospheric cli-
mate is not easily determined, but some resultsto ask how much a RCM actually modifies the

climate change in a driving GCM. If this modi- from an earlier version of the same regional model
are shown to illustrate that a bad representationfication would be large compared with typical

differences between different GCMs, and attribut- of them may actually have adverse consequences.

The paper starts by describing briefly theable to factors better presented in a high-resolution
RCM than a GCM (rather than to different para- Rossby Centre regional climate model (Section 2)

and the driving GCM experiments (Section 3).meterizations or dynamical problems associated

with the nesting technique), this would suggest a Section 4 compares the changes in temperature
and precipitation in the two GCMs and the twodrawback in the direct use of GCM results in

constructing climate change scenarios. Conversely, regional simulations, including several aspects of

statistical analysis and some physical interpreta-if this relative modification turns out to be small,
then GCM and RCM results are likely to be tion. The changes in the Baltic Sea and Nordic

inland lakes are discussed in Section 5. The paperequally useful in terms of scenario construction.

The answer to this question depends, most likely, ends with a summary and some further discussion
in Section 6.on the aspect of climate change studied (and

probably also on the area considered). The present

analysis only focuses on changes in time mean
surface air temperature and precipitation. 2. The RCA1 regional climate model

An important issue in the interpretation of

climate change experiments is the impact of The version RCA1 of the Rossby Centre
regional Atmospheric climate model RCA isinternal variability. As the experiments discussed

here are short (10 years for both the control and described in some detail by Rummukainen et al.

(2000). It is based on the limited area weatherscenario runs), the results are expected to contain
a substantial amount of noise. It is therefore forecast model HIRLAM (Källén, 1996; Eerola

et al., 1997) used operationally in several Europeanessential to try to estimate the signal-to-noise ratio

in the obtained fields of climate change. This is countries, but the land surface and snow scheme
has been changed and separate modules have beenparticularly important regarding the differences in

climate change between the two regional experi- added for inland lakes and the Baltic Sea. The
model is run, in the present set-up, in a rotatedments with different driving GCM simulations.

Would it turn out that these differences are not latitude-longitude grid with a resolution of 88 km

and with 19 hybrid levels between the surface andmuch larger than what is expected from internal
variability, then they could likely be reduced sub- 10 hPa. It is forced by the driving GCM from its
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lateral boundaries (8-point relaxation zones are Sea and inland lake modules. In addition to ice
thermodynamics, dynamic ridging processes areused) and from below, by sea surface temperatures

(SSTs) and deep soil temperatures. described for the deep lakes and the Baltic Sea.

One of the HIRLAM parameterizations this farThe driving model SSTs are not used for the
Baltic Sea, which is modelled following the retained in RCA is the radiation scheme of

Savijärvi (1990) and Sass et al. (1994). A weaknessapproach of Omstedt and Nyberg (1996) as 13 ver-

tically resolved sub-basins (see also Rummukainen of this scheme in climate change studies is that
the impact of CO2 is presented in a highly para-et al. (2000)). The model simulates the average

temperature and salinity profile within each sub- meterized way, with a few constants tuned for

present conditions. Deducing how these constantsbasin, taking into account vertical mixing, inter-
action with the atmosphere, and parameterized would change with increasing CO2 is not straight-

forward and they were therefore not changed forin- and outflows with neighbouring sub-basins.

Lake temperatures are also modelled in an inter- the experiments reported here. Thus, the ultimate
driving force of climate change in the two GCMactive manner in an area covering approximately

the Baltic Sea drainage basin (Fig. 1; this restric- experiments is lacking from RCA. This complic-

ates the interpretation of the RCA results to sometion in area has partly historical reasons and can
be relaxed with suitable physiographical data extent, although much of the effects of increased

CO2 are transmitted to RCA by the lateral andbases). The lake module (Ljungemyr et al., 1996;

Omstedt, 1999) treats shallow (mean depth less lower (SSTs and deep soil temperatures) boundary
conditions obtained from the GCM simulations.than 10 m) lakes with a 0-dimensional energy

balance model and deep lakes (mean depth over A revision to this radiation scheme that allows for
changing CO2 and alleviates some other known10 m) with a vertically resolved model. Ice cover

and thickness are also simulated in both the Baltic weaknesses of the original HIRLAM scheme has

Fig. 1. The RCA model area excluding the 8-point boundary relaxation zones. The Baltic Sea is indicated by the
dark shading and the area where the lake module is applied by the light shading.
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been developed recently (Räisänen et al., 2000). in equivalent CO2 between the two RCA-E time
slices in ECHAM4 (that treats explicitly CO2 ,The first one-year tests with the revised scheme

give, among other things, an estimate of the bias CH4 , N2O and several CFCs) slightly over 100%.

The difference between the two experiments inthat was caused to the RCA results by neglecting
the increase in CO2 (Subsection 4.4). global mean radiative forcing is smaller, from

Fig. 0.3 of Machenhauer et al. (1998) about 20%

(5.4 W m−2 in HadCM2 versus 4.5 W m−2 in
ECHAM4), since radiative forcing is a logarithmic3. The GCM data sets
rather than a linear function of CO2 and the

amplitude of this proportionality is slightly model-The RCA regional climate change experiments
discussed in this paper got their boundary data dependent.

Thus, the boundary data time slices for RCA-Hfrom global climate simulations made with

two atmosphere–ocean GCMs, HadCM2 (Johns and RCA-E search to represent somewhat different
periods. In spite of this, the increase in globalet al., 1997; Mitchell and Johns, 1997) and

ECHAM4/OPYC3 (Roeckner et al., 1996, 1999; mean temperature between the two time slices is

almost the same, 2.6°C, in both HadCM2 andOberhuber, 1993). The latter of these is here briefly
referred to as ECHAM4. For both models, two ECHAM4. The two RCA experiments give, there-

fore, two quantitatively comparable scenarios ofslightly over 10-year time slices were used, one

acting as a control period and the other as a how climate in northern Europe might change
along with a greenhouse gas induced 2.6°C globalscenario period representing a future with higher

greenhouse gas concentrations. No sulphate aero- mean warming. The uncertainty in the timing of
this warming is, however, not reflected in thesol forcing is included in these GCM experiments.

The boundary data for the first regional experi- comparison.

The climates in the RCA control runs and theirment, denoted as RCA-H, are from partial reruns*
of two long HadCM2 simulations: a control run relation to the control climates in the driving

GCMs were discussed by Rummukainen et al.and a transient greenhouse run, in which gradually

increasing CO2 represents the change in green- (2000). The GCM simulations were generally
found to be of reasonably high quality (comparedhouse gas forcing from the pre-industrial era. In

the HadCM2 model years, the used period extends with the errors typically present in current atmo-

sphere–ocean GCMs), but some marked biasesfrom 2039 to 2049. The other experiment, RCA-E,
got its boundary data from a present-day (nomin- were also identified. HadCM2 was found to have

a general cold bias in surface air temperatures inally 1980s) and a future (2070s) time slice from a

transient ECHAM4 greenhouse run (as with spring and summer, which reaches 3–4°C in the
Nordic Countries in July. ECHAM4 showed typic-RCA-H, the first of these was a rerun). The choice

of periods in RCA-E involves, in principle, a risk ally smaller but mostly positive temperature

biases. Precipitation biases were found to be geo-that the GCM simulated climate change would be
contaminated by climate drift that is unrelated to graphically variable, but considering the RCA

domain as a whole, the precipitation in bothincreasing greenhouse gases. This risk appears

small since the parallel ECHAM4 control run is GCMs is above the CRU climatology (Hulme
et al., 1995) in winter and spring (although this isvery stable between the periods considered, both

regarding global mean temperature and precipita- partly attributable to an undercatch of the actual

precipitation in measurements) and somewhattion and the climate in northern Europe. The
increase in CO2 between the two RCA-H time below it in summer. The biases in RCA-H and

RCA-E followed more or less closely the drivingslices in HadCM2 is about 150% and the increase

GCM results. RCA showed generally higher skill
than the GCMs in simulating the geographical

* Reruns were needed to obtain a data set detailed distribution of temperature and precipitation
enough for driving RCMs. Because of the use of a differ-

within the model area, but it had no systematical
ent computer and a chaotic amplification of the associ-

tendency to either reduce or worsen the large-ated (initially) bit-level differences, these reruns are not
scale biases in the driving GCM simulations. Inidentical with the same decades in the original longer

HadCM2 simulations. RCA-E, a mismatch between the functioning of
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the RCA and ECHAM4 moist physics resulted in largest interest from a human perspective, partly
because the temperature response over thevery little precipitation in the boundary relaxation

zones, with sharp gradients in precipitation near Atlantic Ocean is essentially determined by the

SSTs taken from the GCM simulations.the inner edges of these. To keep this problem
further away from the areas of interest, the model
domain in RCA-E was widened slightly (by four

4. Changes in surface climate: comparison
grid boxes in the north and two grid boxes in the

between RCA and the driving GCMs
other directions) from that used in RCA-H.

The present analysis of climate changes in the
4.1. General

RCA-H and RCA-E experiments uses full 10 years
of data for both two control and scenario time The simulated changes in winter (December–

February=DJF), summer (June–August=JJA)slices. The first 3–6 simulated months preceding

this 10-year period are neglected to avoid spinup. and annual mean temperature in the two RCA
experiments are shown at the first and third rowsSome residual spinup might still occur in the

slowest model components (deep soil, Baltic Sea of Fig. 2. The annual mean warming is, in most

of the land area, around 3°C in RCA-H and 3–4°Cand lakes) during the beginning of the analysed
period, but the impact of this was judged negligible in RCA-E. The seasonal cycle of the simulated

warming in northern Europe is also similar in thecompared with the strong interannual variability.

For comparison with RCA, the results of the two experiments, with larger warming in winter
than in summer. In the southern half of the modeldriving GCMs were interpolated bilinearly to the

denser RCA grid. In Section 4, some statistical area, however, RCA-E indicates a much stronger
warming in summer than in winter, which isanalysis is made separately for the large-scale and

sub-GCM scale parts of the RCA fields. The large- generally not the case in RCA-H. Substantial

differences occur over the northern North Atlantic,scale part is obtained by first aggregating the RCA
results to the grid boxes of the driving GCM (2.5° where RCA-H shows a much more distinct min-

imum in warming than RCA-E, and in the finerlat×3.75° lon in HadCM2 and 2.8°×2.8° in

ECHAM4), and by then interpolating bilinearly geographical details of the change over land. For
example, the wintertime warming in easternback to the RCA grid. The sub-GCM scale part

is the difference between the total and the large- Finland and northern Russia is several degrees

larger in RCA-E than in RCA-H.scale part. This differs slightly from the large-
scale–mesoscale division of Giorgi et al. (1993, The simulated warming in each of the two RCA

experiments resembles closely the warming in the1994) and Jones et al. (1995, 1997), who defined

the large-scale part, for each RCM grid box, as driving GCM (the second and fourth rows of
Fig. 2). This is trivial over the Atlantic Oceanan average over a specified number of surrounding

grid boxes. The present approach has the advant- where the SSTs in RCA are taken directly from

the driving model, but it is generally true evenage that the sub-GCM part of the GCM solution
is zero (this does not formally hold for the Giorgi over the land areas. Some differences do occur; in

particular, the warming in RCA-H is typicallyet al. mesoscale part when this is calculated from

GCM results interpolated to the RCA grid). In slightly smaller than that in HadCM2 and the
warming in RCA-E slightly smaller than that inpractice, however, the difference is small. The

Giorgi et al. method with an averaging area of ECHAM4.

Similar maps for precipitation change are shown5×5 grid boxes (440 km×440 km; similar to
Jones et al. (1995, 1997)) turned out to yield very in Fig. 3. The two RCA experiments agree on a

general increase in annual precipitation in north-similar statistics of small-scale climate change as

the present approach. ern Europe, but the differences in the seasonal
and geographical distribution of the change areIn Section 4, various statistics are used. These

are calculated over those RCA grid boxes that substantial. In particular, the RCA-H experiment
yields a very large increase (up to over 80% ofhave a fraction of land of at least 50%, excluding

the 8-point relaxation zones in RCA-H and the the control run mean) in summer precipitation

around the Baltic Sea, where RCA-E indicatesextension of the RCA-E grid over RCA-H. The
focus is on land partly because land areas are of little change. In central Europe, RCA-E shows a
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Fig. 2. 10-year mean changes (scenario–control ) in surface air temperature (°C) in December–February ( left), June–
August (middle) and the annual mean (right). From top to bottom: RCA-H, HadCM2, RCA-E and ECHAM4. Areas
with a warming of over 2°C are shaded with progressively darker shading for increasing warming.

slight decrease in annual precipitation which RCA experiments show a much more detailed
geographical structure in precipitation changemainly results from larger decreases in summer

and autumn, whereas slight increases dominate in than the driving GCMs. On larger scales, however,

RCA-H is reasonably similar to HadCM2 andRCA-H in most of this area. The seasonal vari-
ation of the simulated precipitation changes is RCA-E reasonably similar to ECHAM4, at least

in comparison with the differences between theirregular and only crudely captured by the winter
and summer means shown in Fig. 3. For example, two GCM (or two RCA) simulations themselves.

The differences RCA-H–HadCM2 and RCA-E–the largest increase in precipitation in northern

Europe in RCA-E actually occurs in autumn. ECHAM4 in annual temperature and precipita-
tion change are shown in Fig. 4. As already noted,As expected from the higher resolution, the
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Fig. 3. Relative changes in precipitation (% of control run mean) in December-February (left), June–August (middle)
and the annual mean (right) in the two RCA experiments and in the driving GCMs. Contour interval is 20% for
seasonal and 10% for annual mean changes. Increases (decreases) significant at the 90% level are shaded in dark
( light).

RCA-H and RCA-E both have an overall tendency larger-scale structures are also evident (for
example, in central Europe RCA-H indicates gen-to moderate the temperature increase simulated

by the driving GCM. The geographical details erally more positive changes than HadCM2 but
RCA-E more negative changes than ECHAM4).(and seasonal cycle, not shown) of this modifica-

tion differ between the two pairs of experiments, As also indicated in Fig. 4, the RCA–GCM differ-
ences in temperature change are generally betterbut in both cases, a relatively large annual mean

difference (over 0.5°C) occurs in the eastern part discernible from internal variability than the

differences in precipitation change. The impor-of the model domain. The differences in precipita-
tion change show a more noisy pattern, but some tance of internal variability for the interpretation
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Fig. 4. Differences in annual mean temperature (contour interval 0.5°C) and precipitation change (contour interval
10%) between RCA and the driving model (RCA-H–HadCM2 and RCA-E–ECHAM4). Areas where the change is
at the 90% significance level more positive (more negative) in RCA than in the driving model are shaded in
dark ( light).

of the RCA experiments will be addressed more and from details unresolvable by the GCMs. The
rms amplitudes are shown in Fig. 5 for both ofthoroughly in Subsection 4.3.

these. For RCA–RCA, the large-scale (sub-GCM
scale excluded) as well as the total rms differences

4.2. Root-mean-square diVerences and relative
are given. Note that the sub-GCM scale and large-

similarity
scale differences are not additive in terms of the
rms amplitude. In fact, the large-scale RCA–GCMA more quantitative view on the differences

between the various experiments is provided in rms differences in temperature change are occa-

sionally slightly larger than the total rms differ-Fig. 5. Seasonal and annual land area root-mean-
square (rms) differences in temperature and pre- ences. In those cases, the large-scale rms difference

is not shown separately.cipitation change are shown for four model

pairs: ECHAM4–HadCM2 (below: ECH–Had), Several points of interest may be noted from
the figure:RCA-E–RCA-H (RCA–RCA), RCA-H–HadCM2

(RCA-H–Had) and RCA-E–ECHAM4 (RCA-E–
ECH). As noted in Section 3, the GCM results (1) In terms of temperature change, the two

RCA experiments are approximately as far fromwere interpolated bilinearly to the RCA grid and

the RCA–GCM differences on that grid include each other as the driving GCM experiments.
By contrast, the RCA–RCA rms difference forcontributions from both the GCM-resolved scales
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Fig. 5. Land area rms differences in seasonal and annual mean temperature (°C) and precipitation (%) change
between different experiments. In each panel, the first and the second bar show the differences ECHAM4–HadCM2
and RCA-E–RCA-H, and the next two the differences between RCA and the driving GCM (RCA-H–HadCM2 and
RCA-E–ECHAM4). For the RCA–RCA and RCA–GCM differences, the full bar length shows the total difference
and the filled part the large-scale difference obtained by removing from the RCA results the sub-GCM scale details.
For the RCA–GCM differences in temperature change, the large-scale rms amplitude is occasionally slightly larger
than the total rms amplitude and is then not shown separately (see text). The rms amplitude of the sub-GCM scale
details of climate change in RCA-H and RCA-E is shown by the last two bars.

precipitation changes is in all seasons and in the smaller rms amplitude than the large-scale

RCA–GCM differences.annual mean larger than the ECH–Had difference.
This is due to the higher resolution of RCA, which
enables it to resolve smaller-scale details of precip- If generalizable, the first two points above

also suggest that regional climate modelling willitation change than the GCMs. The large-scale
rms differences between the two RCA experiments not lead to reduced spread in projections of

future temperature and precipitation change.are similar to the ECH–Had differences even in

the case of precipitation change. The spread appears to be, even on the grid box
scale, governed by the driving GCM results, and(2) As suggested by Figs. 2 and 3, the rms

differences between RCA and the driving GCM to the extent that a RCM actually modifies the

results of different GCMs, these modificationsare smaller than the rms differences between the
two GCMs or the two RCA simulations them- do not necessarily lead to reduced differences in

climate change between the regional simulations.selves. All in all, the RCA–GCM rms differences

vary between 23% (temperature, RCA-E–ECH, The third point complicates the interpretation
of the RCA–GCM differences. While sub-GCMJJA) and 79% (precipitation, RCA-H–Had, DJF)

of the corresponding ECH–Had rms differences. scale details of climate change in a RCM

simulation are (reliable or unreliable) new(3) The RCA–GCM differences in temperature
change are dominated by the GCM-resolved scale. information, the RCA–GCM differences on

larger scales might reflect weaknesses in eitherSub-GCM scale temperature changes in RCA are
generally quite weak. Sub-GCM scale details of RCA or the driving GCM, or both.

To complement the discussion of differences, itprecipitation change are of a somewhat more

appreciable magnitude, in agreement with Jones is useful to compare the two RCA experiments
even in terms of their relative similarity. In Table 1,et al. (1997), but they still have in most cases a
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a nondimensional statistics experiments. On the sub-GCM scale, there is some
modest similarity between RCA-H and RCA-E in
the annual mean and in SON, but hardly in thes=

AB

(A2+B2 )/2
(1)

other seasons.
One very probable contributor to the weaker(to be referred to as similarity) is used for this. A

similarity of precipitation than temperatureand B denote the climate changes in RCA-H and
changes between RCA-H and RCA-E is the factRCA-E, and the overline indicates a land area
that the precipitation changes are much less wellmean. s is identical with the uncentred correlation
discernible from internal variability in the simula-apart from a difference in the denominator that
tions. Internal variability is of importance even inmakes it sensitive to differences between the area
interpreting many other aspects of the resultsmeans of A2 and B2. s only attains its maximum
discussed this far. This issue is therefore studiedvalue of 1 when A=B in the whole area of
in some detail in the next subsection. Some phys-comparison. Conversely, the value s=−1 indi-
ical issues related to the interpretation of thecates that A and B are exactly the opposite.
RCA–GCM differences in climate change are dis-This statistics indicates a high similarity (from
cussed in Subsections 4.4–4.5.0.85 in JJA to 0.98 in the annual mean) between

the temperature changes in RCA-H and RCA-E,

emphasising that the differences between the two 4.3. Rôle of internal variability
experiments are relatively small compared with

The climate changes in the RCA experimentsthe overall magnitude of the simulated warming.
are calculated as seasonal or annual 10-year meanThere is also a reasonable (0.63 or above) similar-
differences between a scenario run and a controlity between the diVerences RCA-H–Had and
run. Because of internal (i.e., unforced) variabilityRCA-E–ECH in the simulated temperature change
in the modelled (GCM+RCA) climate system,in MAM, SON and the annual mean. This mainly
non-negligible differences between two suchreflects the general weakening of warming in RCA
10-year averages might occur just by chance. It isrelative to the driving GCM, which occurs in both
important to estimate how well the simulatedof RCA-H and RCA-E but is unlikely to be an
climate changes and differences in climate changeimprovement (Subsection 4.4). Some similarity
between different experiments are discernible frombetween the two RCA experiments occurs, how-
this inherent noise.ever, even in the sub-GCM scale details of temper-

Estimates of the statistical significance of theature change (up to s=0.56 in the annual mean).
results were already included in Figs. 3 and 4. TheThis is mainly related to more sharply resolved
significance of climate changes in each of the twocoastlines in RCA than in the driving models.
RCA experiments was inferred from the t-statisticsThe precipitation changes in RCA-H and

RCA-E are much less similar than the temperature
t=

S−C

E(VC+VS )/(n−1)
, (2)changes, s varying from only 0.03 in JJA to 0.49

in SON. Furthermore, taking the fields as a whole,
the differences between RCA and the driving where S and C are the n-year (here n=10) sea-

sonal or annual means of variable X in themodel are essentially unrelated between the two

Table 1. Similarity (1) between RCA-H and RCA-E in temperature and precipitation change, in the
diVerence of temperature and precipitation change from the driving GCM, and in the sub-GCM scale
temperature and precipitation change

Temperature change Precipitation change

DJF MAM JJA SON Ann DJF MAM JJA SON Ann

total change 0.91 0.95 0.85 0.94 0.98 0.19 0.11 0.03 0.49 0.40
difference from GCM 0.09 0.63 0.28 0.81 0.74 0.00 0.13 −0.12 0.07 −0.07
sub-GCM scale 0.20 0.18 0.43 0.45 0.56 −0.07 0.15 0.03 0.28 0.35
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scenario run and the control run and VS and VC (RCA-H–HadCM2; RCA-E–ECHAM4) are also
at this level significant in over 70% of the landthe interannual variances within these runs. This

form assumes that individual years are independ- area, but the same fraction for seasonal differences

is in some cases substantially lower (Table 2).ent from each other. The 240-year HadCM2 and
ECHAM4 control runs available via the IPCC Precipitation changes in RCA-H and RCA-E are

significant in less than a half of the area in theData Distribution Centre suggest that this is a

good assumption for precipitation, but not fully annual mean, and significant seasonal changes are
in most cases even less frequent. The fraction ofjustified for temperature. For example, the actual

interdecadal variance of annual mean temperature statistically significant differences in seasonal and

annual precipitation change between RCA andis, as averaged over these two simulations and the
RCA land area, about 25% higher than estimated the driving model never exceeds 24%, and in one

case (RCA-H–HadCM2 in JJA) it falls below thefrom interannual variability within individual dec-

ades. The test (2) is therefore likely to be slightly 10% on the average expected from pure chance.
A more quantitative approach to the same issuenon-conservative for temperature changes.

Likewise, the quantitative estimates of the relative is to estimate the magnitude of error in the

simulated climate change (or inter-experimentimportance of unforced temperature variability
presented below are probably somewhat too small. differences in climate change) that would on the

average be expected to arise from internal variabil-We choose to accept this bias, rather than using

the interdecadal variability in the GCM control ity. In the following, such error estimates are
derived for the RCA experiments. To get an idearuns, because the latter alternative involves other

potential sources of error due to differences in the of the signal-to-noise ratio, these estimates are
then compared with the actual magnitude of themagnitude of variability between RCA and the

GCMs and between the control and the scenario simulated climate changes or differences in these.

The expected magnitude of error is character-runs.
To address the significance of the difference in ized, in principle, by the variance that would be

obtained by repeating the climate change experi-temperature change between RCA (subscript 1)

and the driving GCM (subscript 2), the test (2) ment a large number of times with different initial
conditions (in case of regional simulations, thiswas applied to the means and variances of the

temperature difference between these models: would require varying the initial conditions in the

driving GCM as well ). Having no such ensembles
DX=X1−X2 . (3)

available, this variance is estimated from the
Thus, the difference in climate change is judged interannual variability in the simulations, neg-
to be statistically significant if the mean difference lecting interannual autocorrelation (which in the
between RCA and the driving model in the scen- case of temperature changes is likely to make the
ario run differs significantly from the same differ- estimates slightly too small ). For temperature
ence in the control run. For precipitation change, changes in RCA-H and RCA-E, this estimated
measured here in per cent, (3) was replaced with error variance is just the denominator of (2)

DX=X1−AX2 (4)

V =
VC+VS
n−1

. (6)where the scaling factor

A=
C1+S1
C2+S2

(5) For the difference in change between RCA-H and
RCA-E, the outcome of (6) is summed up over
these two experiments. For RCA-H–HadCM2 andensures that t=0 when the relative changes in

RCA and the driving model are the same. RCA-E–ECHAM4, VC and VS are calculated as
the control and scenario run variances of theUsing these tests, the changes in seasonal and

annual mean temperature in the two RCA experi- difference from the driving model, as in (3), to
take into account the fact that the interannualments (or the two GCMs) are significant at the

90% level ( |t |>1.734) in virtually the whole model variations in RCA and the driving model are

correlated.domain. The differences in annual mean temper-
ature change between RCA and the driving GCM The same calculation for relative precipitation
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Table 2. Fraction (%) of statistically significant (90% level) temperature and precipitation changes in
RCA-H and RCA-E, and that of statistically significant diVerences in temperature and precipitation change
between RCA and the driving GCM

Temperature change Precipitation change

DJF MAM JJA SON Ann DJF MAM JJA SON Ann

RCA-H 99 100 100 100 100 23 34 21 24 46
RCA-E 100 100 100 100 100 31 27 45 47 41
RCA-H–HadCM2 33 49 42 37 72 24 12 7 14 24
RCA-E–ECHAM4 52 64 21 76 74 16 20 23 19 24

change is more complicated because the sensitivity relation, (7) and (8) may have a small (of the
of the relative change to variations in the control order of a few per cent) positive bias (Section 8).
run mean increases with the relative change itself As an example, the results of this calculation
(Section 8). Based on perturbation analysis, the for winter (DJF) mean temperature change in
error variance for each of RCA-H and RCA-E is RCA-H and for the differences RCA-H–HadCM2
estimated as and RCA-H–RCA-E are shown in Fig. 6 (using

the standard error defined as the square root of

the estimated variance). The standard error inV =
VS+ (S2/C2 )VC

(n−1)C2
. (7)

RCA-H increases eastward but is typically of the

order of 1°C. For the difference RCA-H–HadCM2,For the difference in precipitation change between
however, the same figure is below 0.5°C in mostRCA and the driving model, similar analysis leads
of the area. Because interannual temperature vari-to the approximate result
ations in RCA and its driving GCM are correlated,

the difference in temperature change between themV =
1

n−1 CVARAS1
C21

X1,C−
S2
C22

X2,CB is less uncertain in absolute terms than the temper-

ature change in either of them individually.
+VARA 1

C1
X1,S−

1

C2
X2,SBD , (8) Conversely, the standard error for the difference

between the RCA-H and RCA-E experiments

(which are independent in terms of internal variab-where VAR ( ) indicates the interannual variance
ility) is always larger than that for either of theseof the expression in the parentheses, and X1,C
two. Regarding temperature change, winter is the(X2,S) are the yearly precipitation values in the
worst case since this is the season when interan-RCA control (GCM scenario run). At levels of
nual temperature variability is largest. The stand-interannual precipitation variability typical in the

RCA model area and for zero interannual autocor- ard errors for the annual mean change are only

Fig. 6. Standard error due to internal variability (see text) in December–February temperature change: (a) RCA-H,
(b) difference RCA-H–HadCM2, (c) difference RCA-H–RCA-E. Contours at every 0.25°C.
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about 40% of the winter values. On the other mean, however, the signal appears to dominate
hand, in comparison with the general magnitude over the noise in both of these.
of the simulated changes, the standard errors for (2) Only about 10% of the differences in annual
precipitation change are larger than those for mean temperature change between RCA and the
temperature change. driving GCMs seem to arise from internal variabil-

In any individual grid box, the climate changes ity. Even in the individual seasons, the same ratio
in RCA-H and RCA-E might be either much is with one exception 31% or lower. By contrast,
further from or much closer to their real noise- internal variability apparently accounts for about
free values than suggested by (6) and (7), and the a half of the RCA–GCM differences in annual
same applies to the differences between the differ- precipitation change, and typically for an even
ent experiments. However, when the variances are larger fraction of the seasonal differences. In one
averaged over a larger area, the estimates gradu- case (RCA-H–HadCM2 in JJA), the actual differ-
ally become more meaningful. In Table 3, the ences in precipitation change are slightly smaller
relative importance of internal variability to the than on the average expected from internal variab-
simulated climate changes (or differences in these ility alone. This must be taken as a result of
between different experiments) in the whole RCA sampling problems or other sources of error in
land area excluding the boundary zones is estim- the calculation, rather than as an indication of
ated. These estimates are obtained by dividing the that the differences would disappear completely if
area mean variances from (6)–(8) by the corres- internal variability could be eliminated.
ponding mean squares of the simulated climate (3) Although sub-GCM scale temperature
change (or differences in change between different changes in RCA are small, they are in general
experiments). A ratio of about 0.5 suggests that reasonably well discernible from internal variabil-
the climate change signal and the noise are of ity (the noise on this scale is also weak because
comparable magnitude, whereas a smaller ( larger) temperature variations in nearby grid boxes are
ratio indicates that the signal (the noise) domin- highly correlated). However, excluding RCA-H in
ates. It is seen that DJF and in the annual mean, a majority of the

sub-GCM scale details in precipitation change(1) Temperature changes in both of RCA-H
seem to be noise.and RCA-E are much larger than the error

(4) Typically about a half (or somewhat more)expected from internal variability, but this is not
of the seasonal and annual RCA-H–RCA-Etrue for precipitation changes. In each four sea-
differences in climate change are attributed tosons, more than a half of the simulated precipita-
internal variability. This is true for both temper-tion changes is attributed to internal variability in

at least one of RCA-H and RCA-E. In the annual ature and precipitation, with somewhat larger

Table 3. Estimated relative contribution of internal variability to temperature and precipitation changes in
RCA-H and RCA-E, and to the diVerences RCA-H–HadCM2, RCA-E–ECHAM4 and RCA-E–RCA-H;
the same ratio is also given for the sub-GCM scale contribution to the RCA-H and RCA-E changes (in
parentheses)

Temperature change Precipitation change

DJF MAM JJA SON Ann DJF MAM JJA SON Ann

RCA-H 0.07 0.04 0.07 0.03 0.02 0.49 0.50 0.71 0.55 0.29
(sub-GCM scale) (0.38) (0.33) (0.30) (0.29) (0.24) (0.20) (0.68) (0.94) (0.66) (0.31)
RCA-E 0.08 0.05 0.02 0.01 0.01 0.63 0.60 0.29 0.23 0.25
(sub-GCM scale) (0.54) (0.25) (0.13) (0.27) (0.16) (0.79) (0.82) (0.69) (0.64) (0.51)
RCA-H–HadCM2 0.22 0.19 0.31 0.31 0.10 0.32 0.81 1.26 0.82 0.46
RCA-E–ECHAM4 0.31 0.13 0.54 0.08 0.08 0.65 0.64 0.41 0.74 0.53
RCA-E–RCA-H 0.79 0.94 0.22 0.29 0.73 0.69 0.61 0.47 0.66 0.45
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seasonal variations in the ratio in the case of To overcome this limitation and some other
known weaknesses of the scheme, some revisionstemperature change. In comparing these results
to it have been developed recently (Räisänen et al.,with the corresponding ratios for the RCA–GCM
2000). To study the impact of these revisions, threedifferences, it is important to recall that the abso-
14-month runs were made. The first of theselute impact of internal variability to the latter
(NEW1C) used boundary data from the beginningdifferences is smaller.
of the ECHAM4 control time slice. In the second
run (NEW2S), boundary data from the beginningThus, internal variability appears very import-
of the ECHAM4 scenario time slice were usedant in interpreting the simulated precipitation
and CO2 was doubled from 353 to 706 ppmv tochanges and differences in them, but less important
be broadly consistent with the ECHAM4 forcingin the case of temperature changes, excluding the
scenario. In the third run (NEW1S), made forRCA-H–RCA-E differences. The results in Table 3
separating the impact of doubled CO2 from othersuggest that, if the RCA-H and RCA-E experi-
changes made to the radiation scheme, the scen-ments had been made using longer time slices
ario run boundary data were used but CO2 wasfrom the HadCM2 and ECHAM4 experiments,
retained at 353 ppmv. The last 12 months of thesesome of the differences in the resulting downscaled
runs were compared with the same periods of theclimate change might have been substantially
original RCA-E simulations discussed abovesmaller (the same of course applies to the original
(OLD1C, OLD1S).GCM-simulated changes as well ). Likewise, the

Fig. 7a shows the 12-month mean temper-differences in climate change between RCA and
ature difference (NEW2S–OLD1S)–(NEW1C–the driving GCMs would have been smaller, at
OLD1C). The revision generally induces a moreleast concerning precipitation. Nevertheless, the
positive change in the scenario run than in theresults also suggest that some substantial differ-
control run temperature, thus amplifying the tem-ences in climate change between the different
perature difference between the two runs. In theexperiments would have remained even in the
land area annual mean, the difference is 0.24°C,absence of internal variability.
which is a substantial part of the actual difference

in average 10-year mean warming between

ECHAM4 and RCA-E (0.37°C). The largest

difference occurs in the southeastern part of the
4.4. T emperature change and radiation

RCA domain, which is also the area where the

As mentioned in Section 2, the RCA radiation 10-year ECHAM4–RCA-E difference (Fig. 4) is

largest. A majority, but not all, of the differencescheme disregards variations in atmospheric CO2 .

Fig. 7. Impact of the revised (‘‘NEW’’) radiation scheme on surface air temperature in one-year runs. (a) The scenario–
control change in the annual mean temperature difference between the new and the RCA1 (‘‘OLD’’) scheme.
(b) Contribution to (a) from doubling of atmospheric CO2 in the new scheme. (c) Monthly land area mean temperature
differences: new–old, control run (solid); new scheme with present CO2–old scheme, scenario run (dashed); new
scheme with doubled CO2–old scheme, scenario run (dotted).
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is associated with doubled CO2 in NEW2S. The change occurs in RCA-H, consistent with a similar
but more vague change in the pressure pattern.impact of this factor alone (NEW2S–NEW1S;

Fig. 7b) is on the average 0.16°C. Had a similar HadCM2 shows a hint of a maximum in precipita-

tion change right over the mountain range, buttest been made for the RCA-H time slices, this
latter figure would probably have been somewhat hardly any difference between the western and

eastern slopes.larger because the increase in CO2 in HadCM2 is

150% rather than 100%. Thus, in areas of sharp orography, RCA appears
able to produce a precipitation response that isThe land area mean temperature difference

NEW2S–NEW1S resulting from doubled CO2 is physically more consistent with circulation

changes than that in the driving GCMs. On thepositive throughout the simulated period, with
only moderate month-to-month variations. The other hand, although the changes in sea level

pressure in RCA-H and RCA-E are quite similarother changes in the radiation scheme affect the

simulated control and scenario climates in a more in the annual mean (over the land area, s=0.86),
there are much larger differences between them incomplicated way (Fig. 7c). The mean temperature

in NEW1C is close to or slightly above that in some of the individual seasons (in DJF s=0.18

and in JJA s=0.04). This is not unexpected, sinceOLD1C throughout the year. NEW1S is similarly
close to OLD1S in most of the year, but substan- the simulated pressure changes have a relatively

low signal-to-noise ratio. The diagnostics used intially warmer in summer (almost 1°C in July).

Thus, to the extent that this result would hold in Subsection 4.3 suggest that the RCA-H–RCA-E
differences in pressure change are, even whenlonger simulations, the new scheme would amplify

the simulated summertime warming even without apparently sizeable, generally very hard to distin-
guish from the strong internal variability.changes in CO2 . This feature appears to be primar-

ily associated with the calculation of long-wave

(LW) radiation. The new scheme reduces consider-
ably, in warm and humid summer conditions, the 5. Baltic Sea and lakes
sensitivity of outgoing LW radiation to variations

in surface temperature, which is probably associ- As noted in Section 2, RCA1 includes modules
for the Baltic Sea and inland lakes of northernated with an improved treatment of the water

vapour continuum absorption (Räisänen et al., Europe. In this section, the simulated changes in

these water bodies are discussed with emphasis on2000). Thus, the negative feedback between
increasing temperature and increasing LW cooling the wintertime ice cover. The average length of

the ice season in northern Europe in the two RCAis made weaker by the new radiation scheme.

control and scenario runs and the control–scen-
ario differences are shown in Fig. 9.

4.5. Changes in sea level pressure and precipitation
In the control runs, a slight tendency towards

a too short lake ice season (on the average bySome of the RCA–GCM differences in precipita-
tion change appear to result from interaction about 20 days) was found (Rummukainen et al.,

2000), at least regarding Swedish lakes for whichbetween the simulated changes in surface circula-

tion and the different model orographies. For verification data were available. Still, the lakes in
northernmost Scandinavia were simulated to beexample, the change in annual mean sea level

pressure in RCA-E indicates a strengthening of ice-covered more than a half of the year, and an

average ice season of several months occurredwesterly winds across the Scandinavian mountains
(Fig. 8). Associated with this is a sharp gradient even in the other parts of the Nordic area, exclud-

ing Denmark and southernmost Sweden. In thein precipitation change, with larger increases on

the western than on the eastern slope of the scenario runs with higher temperatures, the lake
ice season in the Nordic area is typically 1–2mountain range (Fig. 3). ECHAM4 simulates an

almost identical change in the pressure pattern months shorter. The largest changes occur in both
RCA-H and RCA-E in southern–central Sweden,(not shown), but because of its lower resolution

and smoother orography, the gradient in precipita- southwestern Baltic States and western Norway.

In these areas, the winters are comparably mildtion change is much more muted. A qualitatively
similar but weaker gradient in precipitation even in the control runs and the simulated ice
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Fig. 8. Changes in annual mean sea level pressure in RCA-H (left) and RCA-E (right). Contours at every 1 hPa;
increases (decreases) significant at the 90% level are shaded in dark ( light).

conditions are therefore strongly sensitive to reaching 3–4 months in the northernmost (the

Bothnian Bay) and easternmost (the Gulf ofchanges in temperature. Further northeast, where
the control climate is colder, the decrease in ice Finland) sub-basins. Some undersimulation of ice

in the extremes of these two sub-basins, where theseason length is smaller although the average

warming is similar. As expected, the absolute ice season in nature is longest, does occur, but
this is partly associated with the impossibility ofchange is also small in areas such as Denmark

where the average ice season is very short even in simulating geographical variations within the indi-

vidual sub-basins in the 1.5-dimensional modelthe control runs.
The simulated lake ice seasons shortens from (Rummukainen et al., 2000). In the scenario runs,

the average ice-covered period only lasts forits both ends but in RCA-E, in particular, the

change in the date of freezing is in most of the 50–60 days in the Bay of Bothnia and 20–30 days
in the Gulf of Finland. The rest of the Baltic SeaNordic area larger than the change in the date of

melting (Table 4). As averaged over Finland, becomes almost ice-free in both RCA-H and

RCA-E.Sweden and Norway, the ice-covered time is
reduced in RCA-E by 26 days in October–January Ice conditions in the Nordic area differ mark-

edly from year to year in nature. For example, the(the typical freezing period) and by 17 days in

March–May (the typical melting period). This is maximum annual Baltic Sea ice extent varied in
1720–1996 from 12% to 100% of a total ofconsistent with a larger simulated warming in late

autumn and early winter than in spring in the 420.000 km2, with a mean value of about 52%

(Tinz, 1996). Similar variation occurs in the RCAsame area (the area means for the mentioned two
periods in RCA-E are 5.1°C and 2.5°C). In simulations (Fig. 10), but around a much lower

mean value in the scenario runs than in the controlRCA-H, the difference between the changes in

freezing and melting dates is smaller, as is the runs. In the control runs, the annual maximum
ranges from 33% to 91% in RCA-H and fromcontrast in warming between the two periods

(4.1°C and 3.2°C). 11% to 83% in RCA-E, in the scenario runs from

4% to 39% in RCA-H and from 0 to 57% inThe Baltic Sea ice season also shortens substan-
tially in the RCA experiments, in relative terms RCA-E. Thus, although one winter with moder-

ately severe ice conditions occurs in the RCA-Emore so than the lake ice season. The average ice-
covered time in the two control runs is in fair scenario run, both scenario runs also include

several winters when the ice extent is below theagreement with climatological means (Swedish

Meteorological and Hydrological Institute and observed minimum of 12% (there is also one
winter marginally below this limit in the RCA-EFinnish Institute of Marine Research, 1982),
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Fig. 9. Average length of the ice season (unit=10 days) in the Baltic Sea and in inland lakes of northern Europe in
the RCA-H and RCA-E control ( left) and scenario runs (middle), and the difference control–scenario (right). Numeric
values are plotted at every second grid box, excluding the boxes with no ice (0 indicates nonzero values of less than
5 days). The shading increases in darkness with increasing ice season length and with increasing control–scenario
difference.

control run). In the RCA-E scenario run, one cing from 1980–1993 was followed by a run in
which the observed atmospheric temperaturestotally ice-free winter occurs. The decrease in the

average annual maximum from the control run to were perturbed according to an idealized scenario
(2.5°C of warming in summer and 5.5°C in winter).the scenario run is from 53% to 18% in RCA-H,

and from 49% to 14% in RCA-E. As a result of this prescribed warming, the simu-
lated average annual maximum ice cover wasOmstedt and Nyberg (1996) studied the sensitiv-

ity of the Baltic Sea ice cover to climatic warming reduced from about 47% (199.000 km2 ) to 13%

(54.000 km2 ). These off-line results are in goodusing the 1.5-dimensional model in off-line mode.
A control run using observed meteorological for- agreement with the present on-line simulations,
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Table 4. Average number of days with lake ice in the RCA-H and RCA-E control and scenario runs, and
the decrease from the control to the scenario

RCA-H RCA-E

Oct–Jan March–May Year Oct–Jan March–May Year

control 58 63 149 60 57 145
scenario 39 47 111 34 40 98
decrease 19 16 38 26 17 47

All values are area means over Finland, Sweden and Norway, excluding that part of Norway where the lake model
is not applied. Results are shown for the whole year and for the principal freezing (October–January) and melting
(March–May) seasons.

Fig. 10. Annual maximum ice extent in the Baltic Sea (% of a total area of about 420.000 km2) in (a) RCA-H and
(b) RCA-E. The thin solid (dashed) lines show the simulated maximum ice extent in the ten individual control
(scenario) run winters and the thick solid and dashed lines the respective 10-year means.

even though in the present simulations a similar marginally smaller than over the surrounding

land.reduction in ice is obtained with a slightly
smaller warming. The mentioned lack of a maximum in warming

in RCA-H and the relative weakness of this max-The decrease of sea ice leads, in many GCMs,

to a pronounced maximum of wintertime warming imum in RCA-E are associated with the fact that
the Baltic Sea is, even in its northern parts, partlyover the Arctic Ocean (Kattenberg et al., 1996).

How much the local water bodies modify the ice-free even in the control runs. Even in late

winter, the ice dynamics parameterization in RCAsimulated climate change in the Nordic region in
RCA is more difficult to estimate. One indication generally precludes the ice cover to reach full

100% (see the lower panels of Fig. 11 for meansof the delicate nature of this question is that the

contrast in the simulated DJF surface air warming of ice cover and water temperature in the northern
Baltic Sea). The open water makes the wintertimebetween the northern Baltic Sea and the sur-

rounding land actually differs qualitatively air temperatures over the sea higher than over the
surrounding land. However, the increase in waterbetween RCA-H and RCA-E (Fig. 11a, b). In

RCA-E, the decrease in ice does induce a local temperature from the control runs to the scenario

runs is modest compared with the large warmingmaximum of warming over the Bothnian Bay, but
in RCA-H the warming in the same sea area is over land areas. This is partly because the water
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Fig. 11. The change in December–February mean surface air temperature around the northern parts of the Baltic
Sea (above) and seasonal cycles of sea surface temperature ( lines without markers) and ice cover ( lines with markers)
averaged over this sea area (below). Results are shown for (a) RCA-H, (b) RCA-E, and (c) RCA0. Contours in the
maps at every 0.5°C until 7°C and every 1°C thereafter. In the lower panels, the solid lines represent the control
runs and the dashed lines the scenario runs; the December–February period is indicated with shading.

temperature is bounded from below by the freezing lems. Before the RCA1 simulations discussed in
this paper, an earlier version of the Rossby Centrepoint (slightly below 0°C in the northern Baltic

Sea which has a surface salinity of about 5‰). To model (RCA0) was applied to simulate climate
change using the same HadCM2 boundary dataanother part, this difference may reflect positive

feedbacks associated with snow cover and strong as in RCA-H (Räisänen et al., 1999). In contrast

with RCA-H and RCA-E, RCA0 showed a verysurface layer stability that enhance the warming
over the land but not over open water. Thus, strong maximum (locally up to 11°C) of win-

tertime warming over the northern Baltic Seaalthough the increase of open water would tend

to make, if acting alone, the warming larger over (Fig. 11c). This questionable feature is associated
with a physically inconsistent treatment of thethe Baltic Sea than over land, this is counteracted

by the relatively small increase in the water tem- Baltic Sea in RCA0. The water surface temper-

atures in RCA0 were taken directly fromperature. The net effect of these two factors on
the land-sea contrast in warming differs between HadCM2, which was problematic since the

HadCM2 simulated winter SST in the northernRCA-H and RCA-E probably because RCA-E

shows a somewhat larger decrease in December- Baltic Sea had a serious warm bias in the control
run (a similar problem was associated with theFebruary ice cover than RCA-H. There is, in this

part of the winter, more ice in the RCA-E than in extrapolation of the warm HadCM2 SSTs to

inland lakes). To prevent this from deterioratingthe RCA-H control run, whereas the difference in
the scenario run ice cover is small. the control climate, ice cover in the Baltic Sea and

in inland lakes was made independent of waterThus, it is not clear whether a physically consist-
ent modelling of the Nordic water bodies amplifies temperature and was rather inferred from soil

temperatures (Rummukainen et al., 1998). Thisor moderates the simulated atmospheric climate

changes. What is more evident is that a bad ‘‘ice proxy’’ model yielded, when suitably tuned, a
broadly realistic ice climate in the control run.treatment of these water bodies may create prob-
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The predicted decrease of ice cover from the driving GCM experiments yielded the following
main findings concerning these variables:control run to the scenario run was also fairly

similar to the RCA1 results. For simulating

changes in air temperature (and some other aspects (1) Many aspects of the simulated climate
change are reasonably similar between the twoof surface climate), however, this formulation was

a bad choice. The very high water temperatures RCA experiments. This is the case with, in particu-

lar, the overall magnitude of the simulated warm-taken from HadCM2 (in the scenario run in the
northern Baltic Sea above 6°C even in late winter; ing. Common features in the simulated

precipitation change include a general increase insee the lower part of Fig. 11c) made in RCA0 the

sensitivity of air temperature to the decrease of annual precipitation in northern Europe.
(2) Sizeable differences in climate changeice too large. The warming over the northern

Baltic Sea was therefore severely overestimated, between the two RCA experiments also do occur.

On the GCM-resolved scales, these differences areat least in comparison with the more self-consist-
ent RCA-H results. Partly as a remote effect of neither systematically smaller nor systematically

larger than the differences between HadCM2 andthe Baltic Sea changes and partly due to a similarly

exaggerated feedback from reduced lake ice, the ECHAM4. The root-mean-square difference of the
local precipitation changes is, however, largerwintertime warming in RCA0 was 1–2°C larger

than in RCA-H even in most of the Nordic between the two RCA simulations than between

the two GCMs. This reflects the sub-GCM scaleland area.
Of the driving global models, neither HadCM2 details of precipitation change in RCA that vary

with the driving GCM simulation.nor ECHAM4 includes inland lakes, and the Baltic
Sea is resolved only marginally. The control run (3) The temperature and precipitation changes

in RCA are strongly governed by the drivingbiases in the Baltic Sea SSTs are also generally

larger in the GCMs than in RCA (Rummukainen GCM simulations. Even on the 88 km grid box
scale, the seasonal and annual root-mean-squareet al., 2000). In the northern Baltic Sea, though,

ECHAM4 provides more realistic results than differences between the changes in RCA and the

driving GCM are always smaller than the differ-HadCM2, in which the warm winter bias keeps
the sea completely ice-free even in the control run ences between the two GCM (or the two RCA)

experiments themselves. This is the case althoughtime slice. ECHAM4 does have some Baltic Sea

ice in the control run, and a majority but not all the two GCM experiments share virtually the
same global mean warming of 2.6°C.of this vanishes in the scenario run. This is in

qualitative agreement with the RCA results but (4) The two RCA experiments both indicate, in

most of the model area, a slightly smaller warmingthe crude Baltic Sea geometry in ECHAM4 pre-
cludes a more quantitative comparison. than their driving GCM experiments. This appears

to be, however, mostly associated with weaknesses

in the RCA radiation code rather than with the
higher resolution. Other RCM experiments made6. Summary and discussion
for Europe show examples of both reduced and

increased warming relative to their driving GCMsTwo regional climate change experiments have
recently been made in one-way nesting mode using (Machenhauer et al., 1998). Overall, most of the

differences in temperature and precipitationversion RCA1 of the Rossby Centre regional

Atmospheric climate model for northern and cent- change between RCA and the bilinearly inter-
polated GCM results occur on scales that are atral Europe. These two experiments got their

boundary data from global greenhouse gas experi- least formally resolved by the GCMs, rather than

on the sub-GCM scale. This complicates the inter-ments made with two different atmosphere–ocean
GCMs, HadCM2 and ECHAM4/OPYC3. Most pretation of these differences.

(5) Internal variability is, because of the short-of the attention here was put on changes in time
mean temperature and precipitation, which are ness of the two RCA experiments, of major impor-

tance in interpreting the differences between theirprobably the two most commonly used indicators

of climate change. A quantitative comparison results (although not discussed explicitly, this
applies to the driving GCM time slices as well ).between the two RCA experiments and the two
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Typically, about a half of the local RCA–RCA RCM-simulated climate change indicates that cli-
mate change in nature will also exhibit such detailsdifferences in temperature and precipitation

change seem to be explainable by this factor, even (even though, in relatively short simulations such

as those reported here, the amplitude of thesewhen neglecting interannual autocorrelation. The
differences in precipitation change between RCA details is likely to be exaggerated by internal

variability). In this respect, comparison betweenand the driving GCMs also appear to be very

substantially affected by internal variability. different RCM experiments forms a more adequate
basis for estimating the uncertainty in local climate

These results have implications on how regional
change than comparison between GCM experi-

climate change scenarios should be constructed.
ments in which such details are absent.

Regarding RCM simulations,
(2) The higher resolution in RCMs allows the

estimates of climate change to be, on regional(1) Simulation periods longer than 10 years

would be desirable to reduce the impact of internal scales, more physically consistent between different
variables and with the characteristics of the under-variability. Alternatively, ensembles of 10-year

regional simulations could be used, employing laying surface (as discussed in Section 4.5 for the

combination of changes in sea level pressure andboundary data from ensemble GCM experiments
with different initial conditions. precipitation in the vicinity of the Scandinavian

mountains).(2) The lengthening of the simulations does not

remove the need of forcing the RCM with bound- (3) RCMs provide a framework for including
in climate change studies components of theary data from different GCMs to capture the

uncertainty related to differences between different regional climate system that are poorly repres-
ented or completely absent in current GCMsGCMs in their true noise-free response to

increased greenhouse gases. (Giorgi and Mearns, 1999). In RCA, modules for

inland lakes and the Baltic Sea provide physically
A third, fundamental implication from the relat-

plausible estimates of how the conditions of these
ive smallness of the RCA–GCM differences com-

water bodies will change along with changes in
pared with the inter-GCM differences is that, for

the atmospheric climate. Moreover, the interactive
impact studies using just changes in time mean

coupling allows feedbacks from these water bodies
temperature and precipitation, downscaling may

to affect the atmospheric climate change.
often be a secondary issue. As far as the purpose

(4) More so than with the time mean climate,
of the scenarios is to sample the ‘‘probability

the high resolution of RCMs might be important
distribution’’ of future climate changes, GCMs in

in simulating changes in the daily variability of
fact have the advantage over RCMs that they are

local climate. Some aspects of this, such as the
global and their results are therefore available, for

frequency distribution of daily precipitation, have
any given region, in a larger number than RCM

been found quite sensitive to model resolution.
results. Of course, the statistics representing the

This is the case at least regarding the control
whole RCA model area may underestimate the

climate (Jones et al., 1997; Christensen et al., 1998;
resolution sensitivity of temperature and precipita-

Murphy, 1999). The findings of Jones et al. (1997)
tion changes in areas of most complex physio-

suggest it to be true even for the simulated climate
graphy, such as in the immediate vicinity of

changes, although this may depend partly on how
coastlines and sharp orography. Likewise, a RCM

the changes in the frequency distribution are
resolution higher than 88 km might to some extent

measured.
increase the differences from the driving GCM, at

least regarding the amplitude of the sub-GCM
In conclusion, the relative merits of GCMs and

scale details.
RCMs in producing scenarios of future regional

In any event, the main value of regional climate
climate still require a lot of research. The capability

modelling is likely to be in aspects other than just
of RCMs to produce new useful information on

modifying GCM produced estimates of time mean
time mean temperature and precipitation changes

temperature and precipitation change. Some
appears to be, because of substantial differences

examples of such aspects are listed below:
between different GCM simulations, relatively lim-
ited. For obtaining useful information on other(1) The existence of sub-GCM scale details in
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aspects of climate change, dynamical downscaling runs
may turn out more important.

V #
S20
C40

VAR(C)+
1

C20
VAR (S). (A3)

From this, (7) is obtained by substituting for C07. Acknowledgements
and S0 the actual 10-year means C and S, and by
assuming that individual years are statisticallyThe SWECLIM programme and the Rossby
independent and that (A3) is valid even when theCentre are funded by MISTRA and by SMHI.
variations around C0 and S0 are not small.The HadCM2 data used to drive RCA were

To test the validity of (7) when interannualprovided by the Hadley Centre, and the ECHAM4
variability has a realistic amplitude, syntheticdata by the Max Planck Institute for Meteorology
10-value ‘‘control’’ and ‘‘scenario’’ time series ofand the German Climate Computing Centre.
precipitation were produced with a randomThe latter data management benefited from
number generator. Gaussian distributions withcooperation with the Norwegian RegClim project.
pre-specified means and standard deviations wereRCA has been run on the CRAY T3E at the
assumed, except that occasional negative valuesSwedish National Supercomputing Centre (NSC).
were replaced with zero. The predictions of vari-The Rossby Centre staff members are acknow-
ance obtained by substituting the 10-value meansledged for their efforts in developing the RCA
and variances to (7) were compared with themodel and conducting the experiments analysed
actual variances within these large (4×105) syn-here, and the anonymous reviewers for their con-
thetic ensembles of precipitation change. Resultsstructive comments on an earlier version of this
for different values of the noise-free relative changepaper.
and coefficient of variation a (ratio between the

interannual standard deviation and the mean
value) are shown in columns 2–4 of Table 5. For

8. Appendix the investigated part of the parameter space, (7)
gives a good estimate of the actual variance in

Impact of interannual variability on relative relative precipitation change. With increasing
precipitation change interannual variation, the variance is slightly over-

estimated, but even with a=0.5 the overestimateRelative precipitation change is defined as
only amounts to about 4% (typical values of a in

the RCA simulations are about 0.15 for the annual
DP=

S

C
−1, (A1)

mean and 0.25–0.45 for seasonal means of
precipitation).

where C and S denote the control and scenario For the difference in precipitation change
run mean precipitation. The change in this due to between RCA (subscript 1) and the driving GCM
small perturbations dC and dS in the control and (subscript 2), (A2) is replaced with
scenario run means is

d(DP1−DP2 )#−
S1
C21

dC1+
1

C1
dS1+

S2
C22

dC2d(DP)#
∂(DP)

∂C
dC+

∂(DP)

∂S
dS

−
1

C2
dS2 . (A4)

=−
S

C2
dC+

1

C
dS. (A2)

Taking into account that C
1

and S
1

are not
Suppose that the noise-free values of C and S are independent from C

2
and S

2
(which makes it

C0 and S0 , and that the 10-year mean deviations inappropriate to sum up the variances of the 4 rhs
dC and dS have probability distributions with a terms), this gives, at the limit of small perturba-
mean value of zero and variances of VAR(C ) and tions
VAR(S). Then, (A2) indicates the variance of DP

to be, provided that internal variability is weak V =VARASO
1C2O
1

C1−
SO
2C2O
2

C2Band uncorrelated between the control and scenario

Tellus 53A (2001), 2



.     .190

Table 5. T he ratio between the average estimated and actual variance of 10-year relative precipitation
changes in Monte Carlo tests

Relative change Difference in relative change

change a=0.1 a=0.25 a=0.5 a=0.1 a=0.25 a=0.5

−50% 1.004 1.012 1.037 1.007 1.022 1.074
0% 1.004 1.012 1.037 1.007 1.022 1.074

50% 1.004 1.012 1.037 1.007 1.022 1.074
50%/25% 1.006 1.021 1.071

Results are shown for the change in a single model (columns 2–4, using (7) to estimate the interdecadal variance
from interannual variability) and for the difference in change between two correlated models (columns 5–7, using
(8)). The first column gives the noise-free relative change 100%× (S/C−1) assumed in creating the time series; in
the last case a 50% increase is specified for one and a 25% increase for the other model. The parameter a is the
assumed interannual coefficient of variation.

than that obtained from (7) for the one-model
case. These results depend slightly on the correla-+VARA 1

CO
1

S1−
1

CO
2

S2B , (A5)
tion assumed between the time series in the two
models. For Table 5 a characteristic value of 0.8

which with the assumptions specified above leads is used.
to (8). Monte Carlo tests indicate (8) to give a As also indicated by Table 5, the relative errors
reasonable estimate of the variance of the differ- in the estimated variance are for both (7) and (8)
ence in precipitation change between two models independent of the pre-specified noise-free precip-
with correlated interannual variations (columns itation changes, except that (8) shows a slight
5–7 of Table 5). The overestimate with large sensitivity to differences in the pre-specified change

between the two models.interannual variation is, though, somewhat larger
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Modification of the HIRL AM radiation scheme for useNoguer, M., Jones, R. and Murphy, J. 1998. Sources of

systematic errors in the climatology of a regional cli- in the Rossby Centre regional atmospheric climate
model. Report no. 49, Department of Meteorology,mate model over Europe. Climate Dynamics 14,

691–712. University of Helsinki, Finland, 71 pp
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