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ABSTRACT
High latitude regions are undergoing substantial land use and land cover change (LULCC) arising partly
from a changing climate (e.g. greening of the Arctic) and climate mitigation policies (e.g. afforestation).
Despite these ongoing changes, the impacts of LULCC in high latitudes are poorly understood. Studies to
reduce this knowledge deficit primarily deploy regional climate models (RCMs) as observations of key
variables for LULCC studies are scarce in high latitude regions. As such it is important to understand the
limitations of RCMs and identify best practices for designing regional climate modelling experiments for
LULCC studies at high latitudes. In this study, twelve 10-year simulations are performed over the
Scandinavian Peninsula; six at convection permitting scales (dx � 3 km) and six at non-convection permitting
scales (dx � 15km). Two of the convection permitting simulations model the present and future climate
conditions over the Scandinavian Peninsula. The present-day simulation is comprehensively evaluated for
multiple variables (e.g. surface air temperature at 2m, precipitation) using multiple sources of observations
(stations, reanalysis & blended satellite products) where available. Results from the model evaluation points
to the need for further model improvement in simulating precipitation and related snow processes as well as
the need for observations of surface energy fluxes at high latitudes for evaluation. The remaining eight
simulations differ in terms of grid spacing, background climate state (present or future climate), and land
cover (conversion of grasslands to evergreen needleleaf or mixed forest). Our study highlights the strengths
and limitations of common RCM design considerations, such as simulation length (single year vs. multi-
years), background climate state (present vs. future climate) and model resolution (convection permitting vs.
non-convection permitting). A key recommendation is that high-latitude modeling studies of LULCC should
prioritize computational resources for multi-decadal and ensemble simulations over short, single experiment
simulations at convection permitting scales.

Keywords: land use change, land cover change, land-atmosphere interactions, WRF model, convection
permitting, high-latitudes

1. Introduction

It is now widely accepted that land use and land cover
change (LULCC) exert substantial impact on the climate
system (Pielke et al., 2011; Mahmood et al., 2014). This
impact occurs through biogeophysical and biogeochem-
ical processes. Specifically, LULCC can impact regional
atmospheric circulation, moisture budgets, surface fluxes,
precipitation and temperatures (Mahmood et al., 2014).
Such studies emphasize that the effects of LULCC, espe-
cially at high latitudes, are poorly understood as most
research has focused on the tropical and temperate zone.
There is growing interest in LULCC impacts in high lati-
tude ecosystems under current projections of climate

change. Some of these include the latitudinal and altitud-
inal expansion of treeline, the natural succession of his-
torically open landscapes (Bartsch et al., 2016), and
afforestation as a climate mitigation action (Bastin
et al., 2019).

LULCC affects climate at various scales, ranging from
local to regional to sub-continental and global scales.
While globally, biogeochemical effects from LULCC are
considered larger than biogeophysical effects (Findell
et al., 2007), regionally, biogeophysical effects play a
more important role (de Noblet-Ducoudr�e et al., 2012).
Recent studies emphasize that biogeophysical effects are
primarily responsible for the LULCC impact on the
regional climate at high latitudes where snow cover con-
trols albedo (Davin et al., 2020).�Corresponding author. e-mail: priscilla.mooney@norceresearch.no
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Fig. 1. (a) Domains used in the WRF simulations. The outer domain is simulated at a grid spacing of 15km while the inner domain is
simulated at 3km. (b) Enlarged image of the 3-km domain shown in (a) and marked here in red. (c) the USGS land cover for the 15-km
domain over the area of interest - Scandinavian Peninsula. (d) Same as (c) except for the 3km domain. (e) Grid boxes with land cover changed
to either evergreen needleleaf (Afforestation simulation) or mixed forest (Natural Succession). (f) Same as (e) except for the 3km domain.

2 P. A. MOONEY ET AL.



There are some observational studies on the impact of
LULCC on the regional climate at high latitudes, e.g. those
obtained with flux towers (Lee et al., 2011) or remote sens-
ing data (Bright et al., 2017). Such observation-based studies
often rely on space-for-time substitution (e.g. open land-
scape compared to different stages of forest growth nearby).
Unfortunately, it is often difficult to isolate LULCC signals
in observational data mixed among with climatic factors,
particularly when the climatic conditions across the compar-
isons are not identical (Chen and Dirmeyer, 2020). In add-
ition, observational methods cannot provide quantitative
assessments of the feedbacks and processes associated with
LULCC and the climate. Therefore, regional climate model-
ing (RCM) studies are crucial to understanding the effects
of LULCC on the climate system.

However, there are emerging issues in the design of
regional climate modelling experiments to understand
LULCC at high latitudes, e.g. model resolution. Regional
climate modelling studies at the so-called ‘convection per-
mitting’ scales (i.e. dx < 4km) are becoming more wide-
spread. However, they are very expensive computationally
and this necessitates certain assumptions in the design of
regional modelling experiments of LULCC and climate. For
example, some studies assume that a simulation duration of
1-year (Qu et al., 2013; Cao et al., 2015; Laux et al., 2017;
Wagner et al., 2017) or grid spacing of 50km is sufficient to
ascertain the LULCC impact, while others assume that
assessing LULCC impacts under current climate conditions

will also apply under future climate conditions (e.g.
Georgescu et al., 2009; Wang et al., 2018; Hu et al., 2019;
Davin et al. 2020). While there are clear benefits of going to
these very high resolutions for studying precipitation and
extreme events, no previous study has identified the benefits
of these scales for LULCC studies at high latitudes. This
raises the important question of whether or not convection-
permitting scales are necessary for modelling studies on
LULCC and climate at high latitudes where surface albedo
is the key factor in land-atmosphere interactions.

In this study, we explore the best practices in regional cli-
mate modelling for studying the impacts of high latitude
LULCC on the regional climate. We focus on addressing 1)
limitations for evaluating RCM simulations at high lati-
tudes, 2) the relevance of convection permitting scales in
high latitude LULCC studies, and 3) the importance of
simulation length. We choose surface temperature as the
key variable since previous studies (e.g. Breil et al., 2020)
have demonstrated that this variable exhibits the clearest
LULCC. Precipitation and climate extremes were also inves-
tigated, but no statistically significant LULCC impact was
found and as such the results are not shown here.

2. Methods

2.1. Model configuration

The European Centre for Medium Range Weather
Forecasting Interim Reanalysis (ERA-Interim) is

Fig. 2. Number of years required for surface spinup over (a) forested areas, (b) croplands, (c) grasslands, and (d) tundra regions.
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downscaled over the period 1996–2005 with the Advanced
Research Weather Research and Forecasting (WRF) model
version 3.9.1.1 (Skamarock et al., 2008). The WRF model
has been widely used in regional climate modeling studies
(e.g. Mooney et al., 2013, 2016; Katragkou et al., 2015;
Bruyere et al., 2017). The domains used in this study are
shown in Fig. 1. The outer domain has 347� 266 (east-west
x north-south) grid points and uses a grid spacing of 15km,
while the inner domain has 466� 601 grid points and a grid
spacing of 3km. The model has 51 vertical levels and a
model top of 50hPa. This study uses the sigma coordinate
system described in Skamarock et al. (2008). Based on the
Mooney et al. (2013) assessment of WRF physical parame-
terizations for regional climates over Europe, the following
physical parameterizations were used in the WRF model:
the Thompson microphysics (Thompson et al., 2008),
RRTMG longwave and shortwave radiation schemes
(Iacono et al., 2008), Yonsei University planetary boundary
layer scheme (Hong et al., 2006), the revised Monin-
Obukhov surface layer scheme (Jimenez et al., 2012), the
Kain-Fritsch cumulus scheme (Kain, 2004; on the 15km
domain only), and the Noah Multi-Physics (Noah-MP; Niu
et al., 2011) land surface model. In order to properly initial-
ize the Noah-MP land surface model (LSM), it is run
repeatedly for the year 1995 until soil-state variables reach
their equilibrium state. Following Chen et al. (2016), equilib-
rium is reached when the difference between the annual
mean of two consecutive years is less than 0.1%. The num-
ber of years required for the soil to reach this equilibrium
state is often referred to as the ‘spin-up’ period. Figure 2
shows the length of the model spinup period for both the
15km and 3km domains for important land-atmosphere
variables such as soil temperature, soil moisture, latent heat
fluxes and sensible heat fluxes. The analysis averages the
values for each variable for all grid boxes in different land
use categories, e.g. grasslands or tundra. Forests and crop-
lands have the shortest spin-up periods of 2 to 3years and
there is very little difference in the spin-up period between
the different resolutions. However, grasslands require a lon-
ger spin-up period of 2–5years depending on the variable
for the domain with a 15km grid spacing while the 3km
domain needs between 2–6years depending on the variable
of interest. Tundra regions require a substantially longer
time to spin-up compared to the other land use categories
with spin-up times usually needing 4–6years for the 15km
domain and typically 9–10years for the 3km domain. Based
on this analysis, a spin-up period of 10years is used in this
study for all simulations.

2.2. Experiment design

Limited by the computational demand for a large domain
(52oN to 72oN and 3oE to 22oE) at very high resolution for

a 10-year period, twelve simulations were performed to
explore the possible impacts of current afforestation policies
under consideration in Norway on the local and regional cli-
mate (Haugland et al., 2013). The twelve simulations consist
of three different land use land cover changes, two different
climate scenarios, and two different resolutions. The current
policy considers the conversion of existing open spaces to
forested regions by active afforestation with evergreen nee-
dleleaf trees. Alternatively, abandonment of historically
open landscapes due to urbanization leads to natural succes-
sion dominated by mixed broadleaf deciduous and needle-
leaf evergreen trees.

Six simulations which differ by grid spacing and land
cover are performed under historical climate conditions and
six similar simulations are performed under a future climate
scenario which is designed to represent the climate in the
middle of the century under the 8.5 Representative
Concentration Pathway RCP8.5; this is described in more
detail in the next section. The first set of simulations (here-
after called Control-historical or Control-RCP8.5 depending
on the background climate) uses present day land cover as
described by the United States Geological Survey (Fig. 1c,d).
This simulation serves two purposes. Firstly, it provides the
basis for our evaluation of the model’s ability to simulate the
regional climate and secondly, it serves as the reference cli-
mate for the two quasi-idealized land cover scenarios. In the
quasi-idealized simulations, the land cover currently identified
as grasslands and shrublands in the USGS land cover data
(Fig. 1e,f) were replaced with forests; this amounted to a total
of 3998 grid boxes changing to forests in the 3km simula-
tions and 156 in the 15km simulations. Grasslands and
Shrublands above timberline (approximated to 1,100m based
on Odland (2015)) were excluded from the conversion. The
two quasi-idealized simulations differ by the type of forest.
One simulation uses evergreen needleleaf to represent active
afforestation (hereafter called Afforest-historical or Afforest-
RCP8.5 depending on the background climate) and the other
simulation uses mixed forest to represent the natural succes-
sion of open spaces to forests (hereafter called Natural-histor-
ical or Natural-RCP8.5 depending on the background
climate). The results for the Afforest- and Natural- simula-
tions are almost identical. As such only the Afforest-historical
and Afforest-RCP8.5 results are presented in the main manu-
script with corresponding figures for Natural-historical and
Natural-RCP8.5 presented in the Supplementary Material
(Figures S1–S3). The analysis of two types of simulations
which differ only by surface properties (e.g. surface roughness
and albedo) increases the robustness of our findings.

2.3. Pseudo global warming (PGW) method

A pseudo-global warming technique similar to the
approach applied in Liu et al. (2017) and Parker et al.
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(2018) is used to create a future climate simulation. The
10-year future simulation was forced with 6 hourly
ERA-Interim data that was perturbed by the addition
of a monthly change in the climate between a future
30-year period (2035–2065) and a reference 30-year

period (1975–2005). The future period uses RCP8.5
centred on the middle of this century which corre-
sponds to approximately 1.5 �C warming globally. The
perturbed future climate was calculated using the fol-
lowing formula:

Fig. 3. Pseudo-Global Warming delta for the 700 hPa geopotential height (colours) and the 700hPa winds (arrows) in Winter (a),
Spring (b), Summer (c) and Autumn (d). Pseudo Global Warming delta for temperature (colours) and relative humidity (contours) at
700 hPa for Winter (e) and Spring (f), Summer (g) and Autumn (h).
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XPGWð6hrlyÞ ¼ XERAIð6hrlyÞ þ DXGCM,mon

where X represents one of the following perturbed varia-
bles: horizontal winds, temperature, geopotential, specific
humidity, sea surface temperature, soil temperature, sea
level pressure and sea ice.

DX�
GCM,mon is calculated for each month by:

DXGCM,mon ¼ X�
2036�2065,mon � X�

1976�2005,mon

where X ,mon represents the monthly mean of the variable
X over the entire 30-year period derived from the ensem-
ble mean of the CMIP5 models listed in Table 1.

Figure 3 shows the perturbed climate from the GCM
ensemble mean for the geopotential height, winds, and
temperature at 700 hPa for each season. The weak
changes in wind (<1m/s) and geopotential (<4m) indi-
cate that the large-scale circulation remains largely
unchanged between 1976–2005 and 2036–2065 for the
ensemble mean in this region. Slightly larger perturba-
tions to the 700 hPa winds occur in Winter and Spring.
Temperature at 700 hPa is substantially perturbed

(1.5–3.5 �C) in all seasons with the largest increases in
Summer and Autumn (�2.0–3.5 �C) compared to Winter
and Spring (�1.5–2.5 �C). Perturbations to the relative
humidity at 700 hPa are between �4% and 2%. Similar
results are obtained for the winds, geopotential, tempera-
ture and relative humidity at the 250 hPa and 850 hPa lev-
els (not shown). Overall, these results show that the
future climate perturbation consists primarily of robust
temperature and moisture enhancements with only weak
changes to the circulation pattern.

2.4. Gridded datasets

The following gridded datasets were used to evaluate
model performance against observational data. The cli-
mate variables used in model evaluation include surface
air temperature at 2m (T2m), precipitation, snow cover,
and snow depth, where available.

2.4.1. Reanalysis data. The European Centre for
Medium Range Weather Forecasting’s (ECMWF) interim

Table 1. CMIP5 GCMs used for deriving the climate perturbations for the PGW simulations.

Model name

Grid resolution
(lats� lon)
[degrees]

No. vert.
levels

No. ensemble
members from

historical
simulation

No. ensemble
members from

RCP8.5
simulation

Ensemble
members used

Names of
member

realisations

ACCESS1-3 1.25� 1.875 17 3 1 1 r1i1p1
CanESM2 2.79� 2.81 22 5 5 3 r1i1p1,

r2i1p1, r3i1p1
CCSM4 0.94� 1.25 17 6 6 3 r1i1p1,

r2i1p1, r6i1p1
CESM1-CAM5 0.94� 1.25 17 3 3 3 r1i1p1,

r2i1p1, r3i1p1
CMCC-CM 0.75� 0.75 17 1 1 1 r1i1p1
CNRM-CM5 1.40� 1.41 17 10 5 3 r2i1p1,

r4i1p1, r6i1p1
CSIRO-Mk3-6-0 1.87� 1.88 18 10 10 3 r1i1p1,

r2i1p1, r3i1p1
GFDL-CM3 2.00� 2.50 23 5 1 1 r1i1p1
GFDL-ESM2M 1.52� 2.50 17 1 1 1 r1i1p1
GISS-E2-H 2.00� 2.50 17 5 2 2 r1i1p1, r2i1p1
HadGEM2-CC 1.2� 1.875 23 3 3 3 r1i1p1,

r2i1p1, r3i1p1
HadGEM2-ES 1.25� 1.875 17 4 4 1 r3i1p1
INM-CM4 1.50� 2.00 17 1 1 1 r1i1p1
IPSL-CM5A-MR 1.27� 2.50 17 3 1 1 r1i1p1
MIROC5 1.40� 1.41 17 4 3 3 r1i1p1,

r2i1p1, r3i1p1
MIROC-ESM 2.79� 2.81 35 3 1 1 r1i1p1
MPI-ESM-LR 1.87� 1.88 25 3 3 3 r1i1p1,

r2i1p1, r3i1p1
MPI-ESM-MR 1.87� 1.88 25 3 1 1 r1i1p1
MRI-CGCM3 1.12� 1.12 23 4 1 1 r1i1p1
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(ERA-Interim) Re-analysis is used to force the WRF
model at the boundaries and for providing initial condi-
tions to WRF. This data was obtained from the
ECMWF data server (https://apps.ecmwf.int/datasets/

data/interim-full-daily). ERA-Interim data used by the
WRF model was obtained on a fixed grid of 0.75� on all
available pressure levels along with the necessary surface
level data described in the WRF model.

Fig. 4. (a) Seasonal surface air temperature at 2m (T2m) from the gridded observational product seNorge2018. (b) Bias in seasonal
simulated T2m based on observed station data. (c) Bias in seasonal simulated T2m based on seNorge2018 gridded observational
product. (d) Bias in seasonal simulated T2m based on EOBS gridded observational product.
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2.4.2. SeNorge. The seNorge2018 version 18.12 high-
resolution gridded dataset used in this study was pro-
duced by the Norwegian Meteorological Institute (MET
Norway) and obtained from http://thredds.met.no/
thredds/catalog/senorge/catalog.html. The seNorge daily
estimates of precipitation and temperature has a grid
spacing of 1 km that covers the period from 1957 to the
present day. Further details of the seNorge precipitation
product and its methodology are provided in Lussana
et al. (2018a, 2018b) while details of the seNorge tem-
perature products can be found in Lussana et al. (2019).
A known limitation of the precipitation dataset is the
underestimation of precipitation in the high mountainous
regions of southern Norway (Lussana et al. 2018a) result-
ing from the low station density in that region. Lussana
et al. (2018a, 2018b) demonstrate that the precision of the
estimates for daily temperature varies between 0.8 and
2.4 �C with winter minimum temperature having a bias
between 2 �C and 3 �C in data sparse regions (Lussana
et al., 2019).

2.4.3. Station data. Station data are obtained from the
Norwegian meteorological service, MET Norway. Data is
quality checked using ‘buddy checks’, removing unrealis-
tic extremes, and unrealistically long periods with zero
precipitation. The analysis includes only those stations
where there is less than 10% missing data over the period
1996–2005. Unlike the temperature and snow depth data,
the precipitation data is daily accumulated from 0600
UTC to 0600 UTC and the modelled data is processed to
match this accumulation period.

2.4.4. Globsnow2 monthly fractional snow cover. The
European Space Agency Data User Element GlobSnow2
Snow Extent data used in this study is a satellite based
(level 3B) gridded observational product of monthly frac-
tional snow cover derived from the visual-to-thermal part
of the electromagnetic spectrum. Since the data are
derived from optical sensors, there are no data available
for the dark winter months of December and January at
these latitudes. The GlobSnow2 Monthly Fractional
Snow Cover product covers the northern hemisphere on
a 0.01� (�1 km) grid over the period 1995–2012.
GlobSnow2 data used in this study was obtained from
http://www.globsnow.info. Further details of this data,
including the algorithms and sensors used to produce this
data, are provided in Mets€am€aki et al. (2015).

2.4.5. E-OBS gridded dataset. The E-OBS gridded data-
set is an observation based gridded data product over
Europe at daily intervals. The version of the data used in
this study was v20.0e. The data was obtained on a regu-
lar 0.1� (�10–12 km) grid from https://surfobs.climate.

copernicus.eu/dataaccess/access_eobs.php. Further details
of the E-OBS gridded dataset and its limitations can be
found in Cornes et al. (2018).

3. Results

3.1. Model evaluation

This section presents the results of the evaluation of the
WRF model’s ability to simulate the regional climate of
Norway during the period 1996–2005 with a focus on key
variables for LULCC studies such as temperature and
snow. An evaluation of other important variables such as
surface energy fluxes and soil temperature are hampered
by the lack of observations in this region.

3.1.1. 2m-Air temperature. Figure 4 shows the seasonal
2m-air temperature (T2m) over the 10-year period
1996–2005 from the SeNorge gridded observational prod-
uct along with the seasonal biases for the Control simula-
tion calculated using three different observational
products: station observations, seNorge gridded observa-
tions (1 km), and E-OBS gridded observations
(�10–12 km). As Fig. 4 shows, T2m over Norway has a
distinct seasonal cycle that varies spatially. The mean
summer values for T2m during 1996–2005 range between
10–20 �C in low lying regions with lower values in high
mountainous regions. Winter T2m values during this
period are much colder and range from �4.8 �C in
regions below 800m to �8.7 �C in regions above 800m.

There are strong seasonal variations in the bias. T2m
biases in WRF are lowest in spring and autumn with val-
ues typically between �1 �C and þ1 �C. The strongest
biases are in winter and summer, and vary between �2 �C
and þ2 �C. There are also spatial variations in the tem-
perature biases of winter and summer. In winter, the
coldest biases are in the east where they average approxi-
mately �0.8 �C and the warmest biases are in the north
with an average of approximately 1.0 �C. In summer the
coldest biases are to the west (��0.6 �C) and the warm-
est are to the east (�0.5 �C). These biases lie within the
range of precision for the seNorge estimates (Lussana
et al., 2019). The model biases when compared to the
station data (Fig. 4b) are similar to those obtained in
comparison to seNorge. However, the model biases are
stronger when compared to E-OBS gridded data. This
may be a result of the coarser grid spacing of E-
OBS (�10–12 km).

3.1.2. Precipitation. Figure 5 shows the seasonal pre-
cipitation in Norway over the 1996–2005 period based on
the seNorge high resolution gridded product.
Precipitation in Norway exhibits a strong spatial pattern
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that is partially due to its long coastline and complex top-
ography. Previous studies (e.g. Barstad and Caroletti,
2013; Sandvik et al., 2018) have highlighted deficiencies

in WRF simulations such as the deposition of precipita-
tion of propagating frontal systems too far inland. This
leads to an underestimation of observed precipitation

Fig. 5. Same as Fig. 4 except for precipitation.
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along the western coastline and an overestimation of pre-
cipitation slightly further inland. Both of these biases are
present in our Control simulation (Fig. 5) when compared
to both the station observations and the gridded observation
products of seNorge and E-OBS. The overestimation of pre-
cipitation shown in Fig. 4 does not result exclusively from
the aforementioned deficiency in WRF. It is important to
recognize that this bias is likely exaggerated by the limita-
tions of the gridded observational product. In this remote
region of western Norway where the climate is characterized
by high, steep terrain, there are only a few stations and
these also suffer from undercatch. This leads to an under-
estimation of precipitation in the gridded observations
(Lussana et al., 2018a, 2018b). As such, biases in this region
are likely due to deficiencies in both the observed and the
simulated product. The eastern part of southern Norway
has the lowest bias in all seasons except summer when pre-
cipitation is mostly convective; this is also the season when
eastern Norway receives most of its precipitation. These
biases in our simulated precipitation are consistent with pre-
vious studies on the simulation of precipitation over
Norway (Mayer et al., 2015; Pontoppidan et al., 2017;
Sandvik et al., 2018). It is beyond the scope of this study,
however, to solve this challenge. Regardless of these biases
in our WRF simulations, analysis of the impacts of land use
changes on temperature is largely unaffected by them.

3.1.3. Snow cover and depth. Fractional snow cover
over Norway from the GlobSnow satellite product for

spring is shown in Fig. 6 along with the bias in the mod-
elled fractional snow cover. Simulated snow cover is rea-
sonably well represented in the model. Model biases
range from �20% to þ20% which is within the range of
one standard deviation of the GlobSnow product. Figure
6 also shows a comparison of the modelled winter and
spring snow depth with observations from stations. There
are large biases in the modelled snow depths at almost all
snow stations. These biases are outside the range of
observational uncertainty and likely arise from the over
estimation of precipitation by the WRF model shown in
Fig. 5.

3.2. Role of grid spacing, simulation length and
background climate in the simulated
temperature response

3.2.1. Impact of model resolution. Figure 7 shows the
daytime and night-time surface (or skin) temperature
response to the aforementioned LULCC in both the
15 km and 3 km domains; only grid boxes that exhibit a
statistically significant change at the 95% level are shown.
Even in the complex terrains of Norway, the overall pat-
terns were similar in evergreen and mixed forest scenarios
(Fig. S1). There is a clear seasonal signal in the surface
temperature response to the LULCC. In winter and
spring, converting the open spaces to forestry warms the
surface, while in Summer the surface cools. Autumn
shows no statistically significant response to the LULCC.

Fig. 6. (a) Spring fractional snow cover from GlobSnow2. (b) Model bias in the spring fractional snow cover simulated by WRF over
the 3 km domain. (c) Winter and spring snow depth at stations. (d) Model bias in snow depth for winter and spring simulated by WRF
over the 3 km domain.

10 P. A. MOONEY ET AL.



Qualitatively, Fig. 7 also shows that there is very little
difference between the temperature response in the 15 km
and 3 km domains. A more quantitative analysis of these
differences is presented in Fig. 8.

The spatial mean and spatial variation of the daytime
surface temperature response for both grid spacings is
shown in Fig. 8a for the Afforest-historical simulations
while the Natural-historical plots are shown in Fig. S2a.
For all forestry types, the 3 km simulations have slightly
larger spatial variability and slightly stronger response to
the LULCC in all three seasons. Figure 8b shows the per-
centage of LULCC grid boxes that exhibit a statistically
significant temperature response during the day. The per-
centage varies from season-to-season, but it is not influ-
enced by grid spacing. Figure 8c shows the spatial mean
and variability of the surface temperature response at
night. There is a weak seasonal signal in the surface tem-
perature response to the LULCC at night. There is very
little difference in the mean surface temperature response
between the different grid spacings. However, Fig. 8d
shows that there are differences in the percentage of
LULCC grid boxes whose surface temperature experien-
ces a statistically significant response to the LULCC. In
spring and autumn, a greater percentage of grid boxes in
the 3 km simulations respond to the LULCC while in

winter the 15 km simulations show a greater percentage
of grid boxes responding to LULCC.

3.2.2. Impact of length of simulation. Figure 9 shows
the daytime and night-time seasonal surface temperature
response to the LULCC for each year of the 15 km and
3 km simulations under the historical climate. All
LULCC grid boxes are included in the analysis. Also
included is the corresponding values for the entire 10-
year period which is labelled as ‘All’ in the x-axis. Year-
to-year variability is low in both the daytime and night-
time winter values. However, the year-to-year values
change considerably in the daytime spring values ranging
from approximately 0 �C to 2.7 �C. There is also variabil-
ity in the night-time spring temperature with values rang-
ing from 0 �C to 1.2 �C for the 3 km simulations. Daytime
temperature responses also show a considerable variabil-
ity from year to year with 1997 showing a value for
Natural-Succession experiments of 0.3 �C while most
show approximately �1 �C and 1999 showing a tempera-
ture response lower than �2 �C. With the exception of
daytime winter values, there is considerable variability in
the surface temperature response from year-to-year.
Another noteworthy observation is that the LULCC tem-
perature response for the Afforestation-Historical

Fig. 7. Simulated daytime (12 UTC) surface temperature response to converting the land cover from grasslands to evergreen in the
15km simulation (top row) and in the 3 km simulation (2nd row) for each of the four northern hemisphere seasons (columns) over the
historical period (1996–2005). Only grid boxes that exhibit a statistically significant change at the 95% level are shown.
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simulations sometimes differ by 1 �C or more. This is par-
ticularly evident in 1999 where the daytime results suggest
that the surface temperature response depends on forest
type which contradicts the results in most of the
other years.

3.2.3. Impact of background climate state. Figure 10
summarizes the surface temperature response to the con-
version of grasslands to forest under different back-
ground climate states. For this study ‘background
climate’ is defined as either ‘historical’ or ‘future’ from
CMIP5 (see methods) with their attendant external forc-
ings: greenhouse gas concentrations, aerosols, orbital
forcing, etc. Figure 10a shows the spatial mean and vari-
ability of the daytime surface temperature response for
both types of forestry in the 3 km simulations for the his-
torical and future climates. Simulations of the daytime
surface temperature response to the LULCC are only
slightly influenced by the background climate. In other
words, for the same LULCC, changing the external cli-
mate forcing (i.e. historical or future) has minimal effect.
In winter and spring the surface temperature response is
slightly lower in the future climate simulation compared
to the historical climate simulation. This can be

understood by the reduced snow cover in the future cli-
mate. This effect is also noticed in the percentage of grid
boxes that exhibit a statistically significant temperature
response (Fig. 10b). In spring, more grid boxes in the his-
torical climate experience a temperature response than in
the future climate; this may be a result of earlier snow-
melt in the future climate. Night time surface tempera-
tures show a similar pattern (Fig. 10c,d).

4. Discussion and conclusions

An evaluation framework has been presented for evaluat-
ing the performance of regional climate simulations for
studies on land-atmosphere interactions over the
Scandinavian peninsula. Evaluations of RCMs typically
include comparisons of variables such as T2m, precipita-
tion, sea level pressure, upper atmosphere winds and tem-
perature (e.g. at the 850 hPa and 500 hPa level). In RCM
applications specifically designed for studies of land-
atmosphere interactions, this should be extended to
include relevant variables such as surface energy fluxes,
soil moisture and soil temperature in low- and mid-lati-
tude regions. In high latitude regions such as Norway,
they should also include evaluations of snow as surface

Fig. 8. (a) Spatial mean and variability of the daytime surface temperature response for each season for both the 15km (red) and
3km (blue) simulations. (b) Percentage of LULCC grid boxes that show a statistically significant (95% confidence level) surface
temperature response to the LULCC during the daytime. (c) and (d) same as (a) and (b) except for night-time.
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albedo is the key driver of the climate response to
LULCC at high latitudes. Furthermore, model evalua-
tions should compare the model simulation to multiple
sources of observations as outlined in Prein and Gobiet
(2017). Despite the clear importance of this type of model
evaluation, it is hampered by a lack of high quality, long
term observational data of the surface energy budget, soil
moisture, soil temperature, and snow cover and depth in
many high latitude regions, including Norway.

At high latitudes, the climate response to LULCC is
primarily driven by changes in radiative fluxes at the sur-
face due to changes in surface albedo during the snow
seasons; this contrasts with lower latitudes where the cli-
mate response is driven by changes in the surface sensible

and latent heating. We find that simulations of a decade
or longer are required to determine a robust temperature
response to LULCC, increasing model resolution from
15 km to 3 km only marginally changes the results, and
background climate (present day vs. future) may influence
the temperature response to LULCC. This gives us an
opportunity to make recommendations for future studies.

Analysis of the year-to-year temperature response to
LULCC showed considerable variability in spring and
summer temperatures. These results suggest that single
year experiments are dependent on the year chosen for
the experiment and may lead to erroneous conclusions
about the impact of LULCC on the regional climate at
high latitudes. Many regional climate model simulations

Fig. 9. (a) Mean daytime surface temperature response to LUC for winter of each year (96 - 05) and for the entire 10-year period
(marked ‘All’ on x-axis). (b) same as (a) except for night-time. (c) and (d) Same as (a) and (b) except for spring. (e) and (f) Same as (a)
and (b) except for summer.
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have assessed temperature response to LULCC using sin-
gle year, or ensembles of single year, simulations due to
limited computational resources (Qu et al., 2013; Cao
et al., 2015; Laux et al., 2017; Wagner et al., 2017). Our
results clearly suggest that multi-year and multi-decadal
simulations are necessary to capture subsequent variabil-
ity. Based on these results, single year simulations investi-
gating the impact of LULCC on high-latitude regional
climate are likely insufficient as both the direction and
magnitude of the surface temperature response are highly
dependent on the choice of year. As such, it is strongly
recommended that regional climate simulations investigat-
ing land-atmosphere interactions at high-latitudes should
cover temporal periods of 10–30 years. If computational
resources are limited, then resources should be prioritized
for increasing the simulation length over increasing the
model resolution to convection permitting scales.
Alternatively, coordinated efforts such as those under-
taken under the auspices of WCRP-CORDEX (www.cor-
dex.org) are a way to spread the effort across multiple
modelling centres to obtain more robust results than
could ever be obtained by individual efforts (e.g. Jacob
et al., 2020).

Results also showed that increasing the model resolution
to convection permitting scales only slightly altered the sur-
face temperature response. The key impacts of LULCC in
this study remained largely independent of grid spacing i.e.,
LULCC warmed daytime surface temperature in winter and
spring, cooled daytime surface temperatures in summer, and
warmed night-time surface temperatures regardless of grid
spacing. We note that these results may be different for
other regions of the world such as the tropics, sub-tropics
and mid-latitudes where the climate response to LULCC is
driven by different physical processes.

Similar results were found for the analysis of the back-
ground climate state. The temperature response to
LULCC under present day climate conditions was com-
parable to the temperature response under a future cli-
mate in the middle of the century for RCP8.5. The slight
alterations of the surface temperature response with a
warmer background climate suggests a slightly weaker
response to LULCC in the future than under present day
climate conditions. This suggests that the background cli-
mate could become more important towards the end of
the century, especially in high-latitude regions where the
effects of reduced snow cover become even more

Fig. 10. (a) Spatial mean and variability of the daytime surface temperature response from the 3 km simulations for each season for
different background climates: historical climate (purple) and Mid-Century RCP8.5 climate (brown). (b) Percentage of LULCC grid
boxes that show a statistically significant surface temperature response (95% confidence level) to the LULCC during the day. (c) and (d)
same as (a) and (b) except for night-time.
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pronounced. Previous research (Pitman et al., 2011) with
GCMs also suggest this but further research is needed to
confirm it at local to regional scales. As such, RCM stud-
ies of LULCC impacts should carefully consider the
importance of the background climate at high latitudes.

Our results showed that the WRF model can simulate
various surface parameters relevant to land-atmosphere
interactions, e.g. snow cover, at high-latitudes within the
uncertainty ranges of the observations. Precipitation and
subsequently snow depth, however, remain a challenge to
simulate accurately. As such, further improvements to the
representation of snow processes in regional climate models
would be immensely beneficial to both the regional climate
modelling and LULCC communities in these regions.

From these results four valuable lessons can be learned
from this study: (1) high resolution evaluation datasets
are necessary to conduct reasonable model performance
evaluation, (2) determining a robust temperature response
to LUC likely requires simulations of a decade or longer,
(3) background climate has a small influence in the tem-
perature response to LUC, and (4) increasing model reso-
lution from 15 km to 3 km only marginally changes the
results. We emphasize that these findings are specific to
high-latitude regions and that more research is needed to
determine whether these lessons hold also for other
regions. Also, these results are based on a single regional
climate model. Multi-model experiments, such as those
currently underway in the CORDEX LUCAS-FPS
(Davin et al., 2020), are needed to assess how robust
these recommendations are across modeling systems.
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