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Development of a Web Service for Analysis in a Distributed Network

Abstract
Objective: We describe functional specifications and practicalities in the software development process for a
web service that allows the construction of the multivariate logistic regression model, Grid Logistic
Regression (GLORE), by aggregating partial estimates from distributed sites, with no exchange of patient-
level data.

Background: We recently developed and published a web service for model construction and data analysis in
a distributed environment. This recent paper provided an overview of the system that is useful for users, but
included very few details that are relevant for biomedical informatics developers or network security
personnel who may be interested in implementing this or similar systems. We focus here on how the system
was conceived and implemented.

Methods: We followed a two-stage development approach by first implementing the backbone system and
incrementally improving the user experience through interactions with potential users during the
development. Our system went through various stages such as concept proof, algorithm validation, user
interface development, and system testing. We used the Zoho Project management system to track tasks and
milestones. We leveraged Google Code and Apache Subversion to share code among team members, and
developed an applet-servlet architecture to support the cross platform deployment.

Discussion: During the development process, we encountered challenges such as Information Technology
(IT) infrastructure gaps and limited team experience in user-interface design. We figured out solutions as well
as enabling factors to support the translation of an innovative privacy-preserving, distributed modeling
technology into a working prototype.

Conclusion: Using GLORE (a distributed model that we developed earlier) as a pilot example, we
demonstrated the feasibility of building and integrating distributed modeling technology into a usable
framework that can support privacy-preserving, distributed data analysis among researchers at geographically
dispersed institutes.
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Introduction
A sufficient number of observations is needed to ensure the nec-

essary power of a statistical test in a variety of studies (e.g., ran-

domized clinical trials).1 Thanks to the wide adoption of electronic 

health records (EHRs) and recent developments in distributed data 

networks (DRNs),2–5 it is technically possible to pull together data 

from geographically distributed institutions to enable meaningful 

studies efficiently. This is particularly important for rare disease 

research. For example, United States researchers use clinical and 

Next-Generation Sequencing (NGS) data to study the Kawasaki 

disease, but local samples at Rady Children’s Hospital (affiliated 

with the University of California, San Diego—UCSD) at San Diego 

are limited. International collaborations (e.g., with Japan and Singa-

pore) can effectively promote data collection. But naïve procedures 

that involve patient-level data transferring will increase the privacy 

risk and may violate the institutional policy of sharing. As an 

example, unless explicitly requested and institutionally approved, 

all sensitive patient data must remain on the U.S. Department of 

Veterans Affairs (VA) Informatics and Computing Infrastructure 

(VINCI) project servers, and only aggregate data without personal 

identifiers may be transferred from VINCI. It is nontrivial to enable 

cross-institutional collaboration to respect patient privacy and 

institutional policies.6-8

Sweeney showed that it is possible to recover personal identifi-

able information (PII) through linkage of quasi-identifiers (e.g., 

ZIP codes, gender, and date of birth) from a private data set (e.g., 

hospital discharge data) to data from public data sets (e.g., demo-

graphics from a voter registry).9 Other attack models showed that 

PII can be inferred under more restrictive conditions by using 

unforeseen auxiliary information.10–12 We recently reviewed privacy 

technologies to support data sharing for comparative effective-

ness research.13 In this review, we explained that most synthetic 

data generation methods aim to protect privacy by introducing 

“indistinguishability” via the following: (1) sanitizing mechanisms 

like generalization or suppression of values,14–16 and (2) synthetic 
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estimates from distributed sites, with no exchange of patient-level data.
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environment. This recent paper provided an overview of the system that is useful for users, but included very few details that are 

relevant for biomedical informatics developers or network security personnel who may be interested in implementing this or similar 
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improving the user experience through interactions with potential users during the development. Our system went through various 

stages such as concept proof, algorithm validation, user interface development, and system testing. We used the Zoho Project 

management system to track tasks and milestones. We leveraged Google Code and Apache Subversion to share code among 

team members, and developed an applet-servlet architecture to support the cross platform deployment.

Discussion: During the development process, we encountered challenges such as Information Technology (IT) infrastructure gaps 

and limited team experience in user-interface design. We figured out solutions as well as enabling factors to support the translation 

of an innovative privacy-preserving, distributed modeling technology into a working prototype.

Conclusion: Using GLORE (a distributed model that we developed earlier) as a pilot example, we demonstrated the feasibility of 

building and integrating distributed modeling technology into a usable framework that can support privacy-preserving, distributed 

data analysis among researchers at geographically dispersed institutes. 
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answer and data generation mechanisms that perturb the data.17–20 

These methods involve modifications of the original data and can 

make the disclosed data less useful for biomedical studies.

Another line of privacy technology research, which is not related 

to synthetic data releasing, aims at sharing models without 

sharing data through secure multiparty computing (SMC),21–24 as 

illustrated in Figure 1. (SMC is a generalized method that enables 

secure data analysis across partitioned data from multiple insti-

tutes.) These approaches use security-enhanced protocols (e.g., 

transmission of partial statistics through encrypted protocols) 

to provide a practical solution for building accurate predictive 

models through cross-institutional collaboration. Several SMC-

based privacy-preserving, data mining models such as linear 

regression,25 clustering,26 and support vector machine27 have been 

developed to handle horizontally partitioned data (e.g., data of the 

same nature that are available at different institutions). Most rele-

vant to our work are studies related to distributed logistic regres-

sion, which is the most popular predictive model in the biomed-

icine literature. Chu et al. introduced a map-reduce approach for 

logistic regression that enabled distributed model construction,28 

but it focused only on parallelization to accelerate the computa-

tion as this method arbitrarily allocates data and computation to a 

cluster of nodes to make the best use of available resources. Other 

articles29,30 discussed privacy-preserving data analysis, but they 

did not explain how to evaluate the models, e.g., calculating the 

Hosmer-Lemeshow goodness-of-fit test (HL-test)31 or areas under 

the receiver operating characteristic (ROC) curve,32 in a distrib-

uted manner. These articles also did not provide a ready-to-use 

platform or software for biomedical researchers to easily deploy 

distributed learning frameworks in real health care environments.

In this article, we provide details on our recent work in develop-

ing collaborative software as a service (SAAS) for the Grid Logis-

tic Regression (GLORE), previously published as “web service for 

Grid LOgistic Regression” (WebGLORE),33 which is based on our 

previously established algorithm that showed how to build and 

evaluate a distributed logistic regression model.34 We describe in 

detail the design and implementation of WebGLORE as an initial 

pilot effort to assess the feasibility of these methods in practice. 

We also discuss challenges and enabling factors in translating 

innovative privacy technology into a prototype system.

Methods
Imagine that an institution A wants to explore the contributing 

factors to the Kawasaki disease, which is a rare condition occur-

ring in children that involves inflammation of the blood vessels. 

Because local observations are limited, A would like to collaborate 

with external partners (e.g., international research institutes) to 

build a logistic regression model using more cases to identify 

critical attributes more reliably. Due to the size of the data (each 

Next Generation Sequencing sample is about 200GB) and the 

privacy policy of participating institutes (“participants”), it is not 

feasible to move patient-level data around or build a centralized 

repository to meet this need. Our GLORE35 framework, which 

allows global models to be constructed from distributed data 

sets without sharing raw data, can handle a use case like this. 

Our framework was motivated by the Scalable National Network 

for Effectiveness Research (SCANNER) project (http://scanner.

ucsd.edu) and extended from a backbone program that runs on 

terminals to a web service, which does not require installation, to 

promote easy access and efficient collaboration in a distributed 

setting.

Patient data

Patient data

Aggregated
information, i.e.,
marginal
distribution,
sufficient statistics,
kernel matrix

Figure 1. Privacy-Preserving Global Model Construction through Secure Multiparty Computing (SMC)
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We designed the system to follow specifications elicited from mul-

tiple researchers at UCSD and researchers at Cincinnati Children’s 

hospital. The web service was briefly described in an application 

note,33 but it included very few details that are relevant for devel-

opers. We focus in this paper on how the system was conceived 

and implemented.

Figure 2 shows a high-level overview of the WebGLORE system. 

During the design and implementation of WebGLORE, we deter-

mined that the following requirements were important:

1. User friendliness: the system needed to be simple to use for 

biomedical researchers, with no requirements for installation 

or system configuration.

2. Platform independence: the system needed to be deployable 

in a variety of hosting environments (i.e., accommodate dif-

ferent operatin gsystems).

3. Security: we needed to ensure information security during 

information exchange.

4. Efficient evaluation: online summarization of global and local 

models needed to support quick comparisons.

5. Enforced authentication: only signed modules (Java applets 

and servlets) should interact with one another.

We followed a three-stage development approach by first imple-

menting the backbone systems – R (https://www.dropbox.com/s/

gmnrqgifdq9tjd7/glore_R.zip)and JAVA (https://code.google.

com/p/glore/) and incrementally improving the user experi-

ence by continually interacting with potential users in different 

stages of the development. During the deployment process, we 

encountered challenges due to Information Technology (IT) 

infrastructure gaps such as platform compatibility, permission 

of third-party installation, JSP-Applet communication, etc. 

Our original design was a client-side graphical interface for the 

backbone system that communicated on specified ports, which 

turned out to be impractical due to a number of disadvantages: 

(1) some partners were reluctant to install third party software, 

(2) communication through prespecified ports brings security 

concerns, and (3) the application may not support all platforms 

unless implemented individually. These limitations were identified 

through discussions at an early stage of the development, which 

avoided extra effort to rectify them later. We ended up developing 

an applet-servlet architecture, which does not require installation 

or port specification, to support cross platform deployment and 

ease of use. We also developed the user interface to allow enough 

flexibility to meet the demands of potential users. Among various 

enabling factors for translating the innovative privacy-preserving, 

distributed modeling technology into a working prototype, we 

Data
Set
Library

Summary
Statistics

Communication protocol

Site 1

Data
Set
Library

Summary
Statistics

Communication protocol

Site n

…

Analysis/Aggregation

Communication protocol

Results Dissemination

Authentication

Analysis Request

Results
Query

Biomedical
researcher

No recordsNo records

Figure 2. An Overview of the WebGLORE System

Note: The system leverages a secure communication protocol to interact with participating institutions to construct the global logistic regression model from distributed data sets. No records are 
exchanged or transmitted into a central node. The GLORE code communicated with participating institutes to get estimates from local data and aggregates them to build and evaluate a global model. 
[Source: Reproduced with permission from Kim et al., JAMIA34]
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identified separating the interface development from algorithm 

development and integrated resource management (e.g., code, 

document, and calendar) to be most important. Specifically, we 

used the “Zoho Project management” (http://www.zoho.com/

projects) to track tasks and milestones, and leveraged Google 

Code (https://code.google.com) and Apache Subversion (http://

subversion.apache.org) (a free version control system) to share 

code among team members in the development phase.

Backbone development
and verification

UI prototype and 
solicitation of user advice

Integrated system, leaving 
room for extension

Figure 3. Three-Stage Development Approach Used in 
the Implementation of the WebGLORE System

WebGLORE Function Specification
The pipeline of our collaborative framework for WebGLORE is 

illustrated in Figure 4. We developed four major modules to han-

dle user registration, initiator task creation, user participation, and 

collaborative model construction, respectively. Dynamic content 

updates and synchronized model optimization are at the core of 

our system. The rest of this section will elaborate the functional-

ities that are involved.

Figure 4 shows the pipeline of WebGLORE at a high level, which 

includes four major components (user authentication, task 

initialization, user participation, and global optimization). These 

components are elaborated in details Figure 5, which illustrates 

the workflow from a user’s perspective in detail.

WebGLORE first checks if a user is registered or not using its user 

authentication component ( 2 ). The next component to be acti-

vated after authentication is the task initiation component  

( 3 ), which starts with specifying the parameters (name, ex-

piration date, participants’ email address, as well as the path of 

local training data to be linked). Note that the local computation 

module (an Applet resides in the Java Virtual Machine) links to 

the local data will compute necessary intermediary statistics to be 

exchanged but no patient-level data leave the host. An important 

challenge in task initialization is to ensure the consistency of pre-

dictive attributes across participants because a single inconsistent 

attribute can jeopardize the entire learning process. Ideally, data 

should match syntactically (i.e., name consistency) and seman-

tically (i.e., value consistency). Our system supports syntactic 

validation by checking whether attribute names (specified by the 

first row of local data files in our convention) are consistent to 

support basic data harmonization. We do not support semantic 

validation at this point. After passing the syntactic consistency 

check, the user-initiator can invite participants, who have the 

same type of data (i.e., same attributes) and want to build a global 

logistic regression.

After a task is initialized, the user participation component  

( 4 ) will be activated. Each invited participant will receive an 

email from the GLORE server; each one is provided with a unique 

link (e.g., hashed by task name and participant’s email). The sys-

tem also memorizes existing collaborators and stores their emails 

(in a list for quick retrieval from the invitation panel). After par-

ticipants confirm attendance and the task initiator triggers “start 

calculating”, the server begins to interact with all participants, 

including the task initiator. The system is also responsible for 

tracking user status (i.e., online/offline), model learning progress, 

as well as the value of the log-likelihood (i.e., the objective func-

tion) at each step during the computation.

When sufficient participants accepted the invitation and got 

their systems ready (i.e., completed the data linkage process), the 

task-initiator can trigger the global computation component  

( 5 ). Participants who miss the collaborative model construction 

will receive a notification. When the computation starts, it is syn-

chronized across all participants.

WebGLORE will first assign random values to global parameters 

(for the predictors). Then, local statistics (i.e., gradient, Hessian 

matrix) will be calculated using these global parameters based on 

User authentication

Task initialization

User participation 

Global optimization

1

2

3

4

Figure 4. High-Level Pipeline of the Collaborative 
Framework of WebGLORE
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local datasets. The local statistics are transmitted to the central 

node, which combines the gradients and the Hessian matrix to 

conduct one iteration of the Newton Ralphson algorithm for op-

timization. This process is iterated in the distributed manner until 

global parameters converge or the maximum number of iterations 

is reached (http://jamia.bmj.com/content/suppl/2012/04/16/amia-

jnl-2012-000862.DC1/Appendix.pdf). The computation process is 

transparent to participants so they can watch inputs and outputs 

at each step (tracked in a panel on the computing web page).

When the calculation is finished, each participant will receive 

separate reports that allow he or she to compare the global model 

to locally trained logistic regression models. Note that the global 

report will only be created once (automatically by the WebGLO-

RE system) for each task, and it can be retrieved through a unique 

URL that is accessible only by the task participants. For local 

reports, individual users click the button “Get local report” that 

triggers a one-time calculation using the linked local data. There 

is no information exchange in this step and the computation takes 

place in the browser (through the Java Virtual Machine applet). 

Each report contains important statistics, graphs, and perfor-

mance measures such as sensitivity, specificity, Area under the 

ROC curve (AUC), and Hosmer-Lemeshow test p-values. The 

report also shows the plots of the ROC curve and of the reliability 

diagram. WebGLORE is open source, and the code is freely avail-

able at https://code.google.com/p/webglore/.

On the WebGLORE website, we embedded three short demo vid-

eos (http://dbmi-engine.ucsd.edu/webglore2/instructions.html) to 

help first time users. The first one is an introduction of WebGLO-

RE, which walks users through different pages and the authentica-

tion process. The second demo is to show how WebGLORE can be 

used as a standard online logistic regression package, which works 

for a single user case. The last demo illustrates using WebGLORE 

to initiate and execute cross-institution collaborations.

The development of WebGLORE is an experience of constantly 

changing design and architecture to meet the need of potential 

partners. Our ImprovedCareNow! collaborator provided valu-

able suggestions to build a secure and easy-to-deploy framework, 

amenable to the existing healthcare environment. Our research 

partner from Duke University commented that comprehensive 

statistical reports for both local and global models should be pro-

vided to facilitate users in conducting comparative effectiveness 

research. Yet another helpful instruction was from EDM forum 

to emphasize on user experience in research computing. All these 

suggestions are highly valuable and we took them into serious 

consideration to redesign the system in multiple iterations. As 

a result, our package evolved from a port-based command-line 

interface to a heavy-client light-server webservice architecture, 

which includes necessary elements to meet the suggestions. In 

specific, WebGLORE carry out computation tasks locally to en-

sure data privacy and leverages the server to combine results for 

global analysis. We developed signed communication protocols 

between servlets and applets using Java, as illustrated in Figure 5. 

The applets are embedded in web pages (and executed by the Java 

Virtual machine) to handle local computation so that data never 

leave their host institutions. Since only signed applets can execute 

and communicate with servlets, we can easily check the validity of 

inputs from participants on the server side.

Figure 6. The Servlet and Applet Architecture Used in the GLORE System

Notes: The server generates one thread for each client request and synthesizes intermediary estimates used in the distributed Newton-Raphson algorithm. Note that (a,b,c) stands for intermediary 
results associated with gradients and variance matrices while ( 1, ... , ) stands for parameters. 
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We validated the system using public- and private data sets, which 

shows the same results as the centralized model. For more details, 

please refer to the Appendix for our system validation.

Discussion and Conclusion
We were able to construct a web service for global logistic regres-

sion modeling using distributed data sets that followed design 

specifications elicited from multiple researchers at UCSD and a 

collaborator at another institution. Because the information ex-

change required to build the model does not involve transmission 

of patient-level data, our system has reduced privacy risk when 

compared to the more common centralization of data followed 

by local computation of parameters. In addition, the WebGLO-

RE reduces computation time thanks to the parallelization with 

multiple clients.

There are a number of statistical and practical limitations in Web-

GLORE. For example, it does not handle missing values or attri-

bute domain mismatch (i.e., when the same attribute has different 

values in different data sets). Another limitation is that our system 

does not handle local site effects (fixed or random). Because these 

effects have the potential to significantly influence results of the 

analyses, we plan to address them in future work. For a handful 

of participants, it may be viable to assume fixed cluster effects and 

learn parameters for additional binary attributes that can repre-

sent the unknown factors associated with individual institutions. 

Random effects are more difficult to account for, especially in a 

distributed setting, and thus will require further investigation. 

While WebGLORE has limitations, it shows great promise in ob-

taining accurate analysis results in a distributed and privacy-pre-

serving manner through exchanging aggregated partial estimates 

across the Information-Centric Networking (ICN).

The current version of WebGLORE still has some practical limita-

tions. It interacts with local data and conducts local computation 

through the JAVA applet application, which requires certificates 

from a trusted authority to ensure security (starting with Java 7 

update 51 in 2014, self-signed certificate is blocked by default). 

In addition, some users showed concerns about allowing auto-

mated scripts to access sensitive data and transfer information 

even though the process is transparent. To tackle these concerns, 

we plan to improve our implementation by supporting asynchro-

nized human-in-the-loop authentication during every informa-

tion-transmission step, and we plan to migrate the next version of 

WebGLORE to Chrome Apps, which is capable as a native appli-

cation, but as safe as a web page, to mitigate the security issue.

Innovation in biomedicine requires health care researchers to 

constantly incorporate and customize state-of-the-art technolo-

gies into the available IT infrastructure. To make these transla-

tional efforts meaningful with a minimal burden to the end users 

(researchers, clinicians, patients), it is important to expose novel 

functionality in a natural and intuitive manner. Using GLORE as 

the basis, we showed how we built and integrated various technol-

ogies into a usable framework to support a distributed priva-

cy-preserving modeling. We would like to find more biomedical 

applications for WebGLORE, and we welcome collaborations in 

extending it to general purpose, distributed data-analysis applica-

tions through the development of a wide range of secure primi-

tives for partition data.
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We used one public data set and one private clinical data set to 

validate the model. The public one is the Wisconsin breast cancer 

(diagnostic) data set36, which was downloaded from the Universi-

ty of California Irvine (UCI) machine learning repository37 from 

the public URL. When the rows with missing values are removed, 

this data set has 683 records, 9 features, and 1 target variable indi-

cating a benign (class=0) or malignant (class=1) tumor. We split 

the data into 342 and 341 records to represent two sites. 

The private data set is from the ImproveCareNow Network, which 

was collected for the purpose of improving the outcomes of care 

for children with inflammatory bowel disease (IBD).38 Two sites 

with 20 patients and 47 patients, respectively, participated. Mul-

tiple observations were associated with individual patients in the 

original data. There were 9 predictor attributes and 1 target vari-

able, indicating whether the patient responded to treatment. The 

data set used in this demonstration project contained only one 

observation per patient. We first conducted the experiment using 

the Wisconsin breast cancer data set. The model converged very 

quickly (fewer than 8 iterations to achieve a tolerance of 10^-6). 

The results of GLORE and LR (locally trained with combined data 

sets) are the same, as illustrated in Table A1.  We also get the same 

goodness-of-fit (HL-test based on deciles p=0.06) and discrimina-

tion result (AUC=0.996).

WebGLORE also generates the ROC curve and reliability diagram 

to illustrate the discrimination and calibration of a trained model 

visually. Figure A1 shows an example.

Our next experiment was conducted on the ImproveCareNow 

Data. Table A2 lists the estimated parameters and their statistics.

Figure A2 shows the corresponding ROC curve and reliability 

diagram of the distributed model, for which the AUC is 0.753 and 

the p-value of the HL-test based on deciles is 0.13.

Appendix A. System Validation

Table A1. GLORE Estimated Parameters and Statistics Using the Wisconsin Breast Cancer Data Set

Predictor Estimate Std. Error Z-value Pr(>|z|) 

Intercept -10.1039 1.1749 -8.5999 <0.0001 

Clump Thickness 0.535 0.142 3.7672 0.0002 

Uniformity of Cell Size -0.0063 0.2091 -0.03 0.976 

Uniformity of Cell Shape 0.3227 0.2306 1.3994 0.1617 

Marginal Adhesion 0.3306 0.1235 2.6783 0.0074 

Single Epithelial Cell Size 0.0966 0.1566 0.6171 0.5372 

Bare Nuclei 0.383 0.0938 4.0815 <0.0001 

Bland Chromatin 0.4472 0.1714 2.6093 0.0091 

Normal Nucleoli 0.213 0.1129 1.8873 0.0591 

Mitoses 0.5348 0.3288 1.6267 0.1038 

Figure A1. ROC Plot and Reliability Diagram Generated Using the Wisconsin Breast Cancer Data Set
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Table A2. GLORE Estimated Parameters and Statistics Using the ImproveCareNow Data Set

Estimate Std. Error Z-value Pr(>|z|) 

Intercept -1.369 3.3874 -0.4124 0.6801 

Patient on biologics 0.7773 1.0627 0.7314 0.4645 

Days since diagnosis 0.0002 0.0006 0.3075 0.7585 

Gender -0.4021 0.9262 -0.4342 0.6642 

Race 0.2650 0.3983 0.665 0.5058 

Age in years at start of treatment -0.0234 0.1489 -0.1572 0.8751 

Extent of disease 0.0893 0.1409 0.6336 0.5263 

Patient on thiopurine 0.7574 0.6623 1.1437 0.2527 

Patient on methotrexate 0.0000 3162.2777 0.0000 1.0000 

Patient on salicylate 1.9536 1.1546 1.6919 0.0907 

Patient on steroids 0.8684 0.6580 1.3197 0.1869 

Figure A2. ROC Plot and Reliability Diagram Generated Using the ImproveCareNow Data Set
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